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Abstract

Abstract: We extend Kreps and Wilson’s concept of sequential equilibrium to games
with infinite sets of signals and actions. A strategy profile is a conditional e-equilibrium
if, for any of a player’s positive probability signal events, his conditional expected util-
ity is within € of the best that he can achieve by deviating. With topologies on action
sets, a conditional e-equilibrium is full if strategies give every open set of actions pos-
itive probability. Such full conditional e-equilibria need not be subgame perfect, so
we consider a non-topological approach. Perfect conditional e-equilibria are defined by
testing conditional e-rationality along nets of small perturbations of the players’ strate-
gies and of nature’s probability function that, for any action and for almost any state,
make this action and state eventually (in the net) always have positive probability.
Every perfect conditional e-equilibrium is a subgame perfect e-equilibrium, and, in fi-
nite games, limits of perfect conditional e-equilibria as € — 0 are sequential equilibrium
strategy profiles. But limit strategies need not exist in infinite games so we consider
instead the limit distributions over outcomes. We call such outcome distributions per-
fect conditional equilibrium distributions and establish their existence for a large class
of regular projective games. Nature’s perturbations can produce equilibria that seem
unintuitive and so we augment the game with a net of permissible perturbations.

1 Introduction

We define perfect conditional e-equilibrium and perfect conditional equilibrium distributions
for multi-stage games with infinite signal sets and infinite action sets and prove their existence

for a large class of games.
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Kreps and Wilson (1982), henceforth KW, defined sequential equilibrium for any finite
game in which nature’s states all have positive probability, henceforth standard finite games.
But rigorously defined extensions to infinite games have been lacking. Various formulations
of “perfect Bayesian equilibrium” (defined for standard finite games in Fudenberg and Tirole
1991) have been used for infinite games, but no general existence theorem for infinite games
is available.!

Harris, Stinchcombe and Zame (2000) provided important examples that illustrate some
of the difficulties that arise in infinite games and they also introduced a methodology for the
analysis of infinite games by way of nonstandard analysis, an approach that they showed is
equivalent to considering limits of a class of sufficiently rich sequences (nets, to be precise)
of finite game approximations.

It may seem natural to try to define sequential equilibria of an infinite game by taking
limits of sequential equilibria of finite games that approximate it. The difficulty is that no
general definition of “good finite approximation” has been found. Indeed, it is easy to define
sequences of finite games that seem to be converging to an infinite game (in some sense) but
have limits of equilibria that seem wrong (e.g., Example 2.1).

Instead, we work directly with the infinite game itself. We define a strategy profile to
be a conditional e-equilibrium if, given the strategies of the other players, each player’s
continuation strategy is e-optimal conditional on any positive probability set of signals.?

In standard finite games, it is not hard to see (although we have not seen it previously
pointed out) that a strategy profile is part of a sequential equilibrium if and only if for every
£ > 0 there is an arbitrarily close completely mixed strategy profile that is a conditional e-
equilibrium. It is this finite-game characterization of sequential equilibrium strategy profiles,
without any reference to systems of beliefs, that we will extend to infinite games.

The central challenge in infinite games is how to test whether the players’ behavior is
rational off the equilibrium path of play. As we have just noted, in standard finite games
the sequential equilibrium concept tests the players’ rationality by checking whether, for any
¢ > 0, there is an arbitrarily close completely mixed strategy profile that is a conditional
e-equilibrium.

In infinite games, there are two serious difficulties with this approach to testing behavior
off the equilibrium path. The first difficulty is that, with uncountably-infinite action spaces,
we cannot make all actions have positive probability at the same time, no matter how we
perturb the players’ strategies. A possible response to this difficulty is to introduce separable

topologies on action spaces and to test the players’ behavior conditional on each signal event

"'Watson (2017) proposed a new definition of perfect Bayesian equilibrium for standard finite games, and
discussed how one might try to extend that definition to infinite games.
2See Radner (1980) for a study of e-rationality in finitely repeated games.



that has positive probability under strategy profiles that have full support. A case for
this approach is given in Section 5. But despite testing for rationality on a rich class of
events, such a topological approach does not test for rationality everywhere, and so it can
allow equilibria that fail to be subgame perfect (Example 5.3). So we emphasize a different
approach.

The second difficulty is that, with uncountably many states of nature, nature’s probability
function must give all but countably many states probability zero. So even if rationality could
be tested by perturbing the players’ strategies, the players’ resulting conditional probabilities
over histories would be biased so as to explain, whenever possible, any probability zero event
as being the result of a deviation by some player instead of perhaps being the result of the
occurrence of a state of nature that had prior probability zero. This bias can be so severe
that it rules out all but strictly dominated strategies (Example 6.1).

Our solution to these difficulties makes use of generalized sequences, i.e., nets. If b is any
strategy profile and p is nature’s probability function, we define a net {(b*, p®)} of strategy-
profile/nature-perturbation pairs to be admissible for (b,p) if two conditions are satisfied.
First, the history-dependent probabilities on action-events specified in the net {b*} must
converge uniformly to those of b, and the history-dependent probabilities on state-events
specified in the net {p®} must converge uniformly to those of p. Second, for each history of
play, any feasible action for any player given that history must receive positive probability
under b for all large enough «, and almost-any state of nature that can occur given that
history of play must receive positive probability under p® for all large enough o.?

Admissible nets play the role in infinite games of convergent sequences of completely
mixed strategies in finite games. Indeed, the strategies in an admissible sequence (hence,
net) of any finite game are eventually all completely mixed. Importantly, admissible nets
avoid the two serious difficulties described above because, first, for every feasible action,
admissible nets eventually always give that action positive probability, and second, for almost
any state of nature, admissible nets eventually always give that state positive probability
thereby allowing zero probability events to be explained as the occurrence of a state of nature
that has prior probability zero.*

A strategy profile b is defined to be a perfect conditional e-equilibrium if there is a net
of strategy-profile/nature-perturbation pairs that is admissible for (b, p) such that for each

pair (b%, p®) in the net, b* is a conditional e-equilibrium in the game with nature’s perturbed

3 “Perturbations” are not synonymous with “mistakes.” See KW, pp. 373-374.

4Tn standard finite games, all states of nature have strictly positive prior probability, which is why Kreps
and Wilson (1982) did not need to perturb nature. (But note that their theory would have been unchanged
even had they perturbed nature, because nature’s strictly positive probabilities would swamp the infinitesimal
perturbations.)



probability function p®*. A perfect conditional equilibrium distribution is defined as the limit
of perfect conditional e-equilibrium distributions on outcomes of the game as € — 0.5

Nets of perfect conditional e-equilibria as ¢ — 0 need not have convergent subnets even
in very nice games, which is why we only consider their limit distributions on outcomes. As
noted by Milgrom and Weber (1985), Van Damme (1987), Borgers (1991), and Harris et.
al. (1995), the difficulty is that the randomized signals upon which players coordinate their
actions along the sequence can, in the limit, have distributions that degenerate to a point,
leaving the players without access to the necessary coordination device.

Our solution concept, perfect conditional e-equilibrium, does not include systems of be-
liefs. In Section 6.4, we show that any perfect conditional e-equilibrium generates a finitely
consistent conditional belief system with respect to which it is sequentially e-rational. These
concepts extend to infinite games the concepts of consistency of beliefs and sequential ratio-
nality introduced in KW. Some difficulties with finite consistency are also discussed.

Perfect conditional e-equilibria and perfect conditional equilibrium distributions are shown
to exist for a large class of regular projective games (Theorems 9.3 and 9.5), and are shown to
have other attractive properties. First, every perfect conditional e-equilibrium strategy pro-
file is a subgame perfect e-equilibrium, and therefore also an e-Nash equilibrium (Theorems
6.9 and 6.10). Second, if two players have the same information, they must behave, in any
perfect conditional e-equilibrium, as if they have the same beliefs about the history of play
(Section 6.4). Third, in any standard finite game, a strategy profile is part of a sequential
equilibrium if and only if it is the limit of perfect conditional e-equilibria as ¢ — 0 (Theorem
6.4). So in standard finite games, the perfect conditional equilibrium distributions defined
here are precisely the distributions over outcomes that arise from sequential equilibria.

The remainder of the paper is organized as follows. Section 2 provides an example
that motivates why we do not use finite-game approximations of the infinite game to de-
fine our solution. Section 3 introduces the multi-stage games that we study and provides
some preliminary notation and concepts. Section 4 introduces our most basic equilibrium
concept, conditional e-equilibrium. Section 5 considers a topological approach to the prob-
lem of perfection in infinite games. Section 6 contains the definition of a perfect conditional

g-equilibrium strategy profile as well as the definition of a perfect conditional equilibrium dis-

"We use the term “perfect” to indicate that behavior is tested for rationality everywhere (i.e., at every
event both on and off the equilibrium path).

Simon and Stinchcombe (1995) and Bajoori, Flesch, and Vermuelen (2013, 2016) use a topological full-
support condition in defining, for infinite normal form games, solutions that they call “perfect.” Such topolog-
ical restrictions on the supports of strategies are used in Section 5 to refine perfect conditional e-equilibrium,
but we call the refined solution “full.” The word “perfect” in English comes from a Latin word meaning
“complete,” and so it seems more appropriate for the condition of testing rationality everywhere versus test-
ing rationality conditional only on sets that have positive probability under a full-support strategy profile,
which, as already mentioned, need not even yield behavior that is subgame perfect.



tribution. This section also establishes several properties of perfect conditional e-equilibria
(e.g., that they are subgame perfect e-equilibria), and introduces systems of beliefs and the
concepts of finite consistency and sequential e-rationality. Section 7 applies our definitions
to several examples. Section 8 augments the game with a permissible net of nature pertur-
bations to avoid unintuitive equilibria that can arise with arbitrary nature-perturbations.
Section 9 introduces the class of “regular projective games” for which we can prove existence
of perfect conditional e-equilibria and perfect conditional equilibrium distributions. Section
10 provides some final remarks. The proof of our main existence result is in Section 11. All

other proofs are in Myerson and Reny (2019).

2 Problems with Finite Approximations of Infinite Games

In this section, we provide an example that illustrates why we do not use finite approxi-
mating games as a basis for defining sequential equilibrium in infinite games. Despite many
attempts, we have not found any method for providing “good” finite approximations of
arbitrary multi-stage games. Instead, our solutions are based on strategies that are approxi-
mately conditionally optimal among all of the infinitely many strategies in the original game.
To show just one of the ways that things can go wrong, the finite approximations used in

this next example seem natural but lead to unacceptable results.

Example 2.1 Spurious signaling in naive finite approximations.
e On date 1, nature chooses ¢ € {1,2} with p(f = 1) = 1/4, and player 1 chooses = € [0, 1].
e On date 2, player 2 observes the signal s = 2 and chooses y € {1, 2}.

e Payoffs (uy,us) are as follows:
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Consider subgame perfect equilibria of any finite approximate version of the game where
player 1 chooses z in some finite subset of [0, 1] that includes at least one interior point. We
shall argue that player 1’s expected payoff must be 1/4.

Player 1 can obtain an expected payoff of at least 1/4 by choosing the largest feasible
T < 1, as 2 should choose y = 1 when s = z > z? indicates # = 1. (In this finite
approximation, player 2 has perfect information after the history = 1,2 = z.)

Player 1’s expected payoff cannot be more than 1/4, as 1’s choice of the smallest 0 < z < 1
in his equilibrium support would lead player 2 to choose y = 2 when s = 2% < z indicates
0=2.



But such a scenario cannot be even an approximate equilibrium of the original infinite
game, because player 1 could get an expected payoff at least 3/4 by deviating to v/ (> 7).

In fact, by reasoning analogous to that in the preceding two sentences, player 1 must
receive an expected payoff of 0 in any Nash equilibrium of the infinite game, and so also in
any sensibly defined “sequential equilibrium.”

Hence, approximating this infinite game by restricting player 1 to any large but finite
subset of his actions, would produce subgame perfect equilibria (and hence also sequential
equilibria) that are all far from any sensible equilibrium of the original infinite game. 4

We next formally introduce the class of games that we study.

3 Multi-Stage Games

For ease of exposition, we restrict our analysis to a large class of extensive-form games
called multi-stage games. A multi-stage game is played in a finite sequence of dates.® At
each date t, each player receives a private “signal,” about the history of play. Each player
then simultaneously chooses an action from his set of available date-t actions, and nature
simultaneously chooses a date-t state whose distribution can depend on the entire history of
play. Perfect recall is assumed.”

Formally, a multi-stage game I' = (I, T, S, A, M, ®, p, 0, u) consists of the following items.

I'.1. I is the finite set of players, 0 ¢ I. Let I* = I U {0}, where 0 denotes nature (chance).
The finite set of dates of play is {1,...,7}. Let L = I x {1,...,T} denote the set of
dated players, let L* = I* x {1,..., T}, and write it for (i,t).

I'.2. S = X;erSi, where S;; is the set of possible signals received by player i at date ¢;
Sip = {0} for alli € I.

I'.3. For it € L, A;; is the set of all possible date-t actions for player i, and Ag; is the set of

all possible date-t states of nature.

I'4. A C Xjep+Ajy is the set of possible outcomes of the game. (Additional restrictions on

A are given below.)

6 A countable infinity of dates can be accommodated with some additional notation.

"TMulti-stage games include Bayesian games, signaling games, principal-agent games, games with perfect
information, games with almost perfect information, finitely-repeated games with and without private moni-
toring, and finite-horizon stochastic games. But if we define precedence by saying that one signal (information
set) in the game precedes another when there is a path of play along which the one signal is generated first
and the other signal is generated second, then the class of multi-stage games excludes all games in which the
transitive closure of this binary relation fails to be acyclic. We restrict attention to multi-stage games only
because they are notationally simple to describe. But there is no real difficulty in extending our definitions
to games with perfect recall outside this class. See Myerson and Reny (2019).



The subscript, < t, indicates the projection onto dates before ¢, and < ¢t weakly before.
For example, for any a € XepAit, a<t = (Qir )icr+ r<t- S0 if a € A, then a.; is the associated
date-t history, i.e., the partial sequence of actions and states before date ¢, and A, =
Usea{a<t} = {date-t histories} (A<1 = {0}, Acry1 = A). We also use a-; to denote a
typical element of A, without necessarily specifying an outcome in A whose projection onto

dates before t is equal to a.

I'.5 The mapping M(-) specifies sigma-algebras (closed under complements and countable
intersections) of measurable subsets for each S;;, Ay, and Agy, as well as for any of
their finite products. So for example, M(S;;) is the set of measurable subsets of S;;.
All one-point sets are measurable, product sets are given their product sigma-algebras,
and subsets of measurable spaces are given their relative sigma algebras. Assume that
A € M(Xjter-Air) and that Ay € M(Xep+ <t Airr) for each date t < T

I'.6. Player i’s date ¢ information is determined by a measurable and onto signal function
ot 2 Ay — S;.® Since, for every i € I, S;; = Aoy = {0}, we define 0, (0) = (). Assume
perfect recall: Vit € L, ¥r > t, there are measurable functions ¥, : S;, — S;; and
Vg o Sip — Ay such that U (0i.(ac,)) = 0i(as) and 9;,,(0i(as,)) = aiy, Ya € A.

The game’s signal function is o = (0 )iter-

.7 For it € L, sy € Sy, and a«y € Aoy, Pi(si) € M(Ay) is the set of all feasible date-
t actions for player i given the signal s;, where ®;(0)) = A;;, (so on date ¢t = 1
every action in A;; is feasible for player i). Assume that for any a; € A, the set
{sit € Sit : ay € Py(s;)} is measurable. For any date ¢t < T and for any a € X;.cp+ Ajr,
assume that a1 € Ay iff for every player ¢ € I and for every date r < t, a; €
;. (0i-(a<r)). So the set A of outcomes of the game is the set of all paths along which

the players’ actions are feasible given any history.

Let A(X) denote the set of countably additive probability measures on the measurable
subsets of X. For any two measurable spaces X and Y, a mapping ¢ : ¥ — A(X) is a
transition probability iff for every measurable C' C X, ((C|y) is a measurable real-valued

function of y on Y.

I'.8. p = (p1, ..., pr) is nature’s probability function where, for each date ¢, p; : Ay — A(Agy)

is a transition probability.

I'.9. Each player i has a bounded measurable utility function u; : A — R, and u = (u;);e;-

81t is without loss of generality to assume, for every r < t, that o;; does not depend on the date-r signal
of any player since earlier signals depend on even earlier states and actions.



At each datet € {1, ..., T} starting with date t = 1, and after any date-t history a, € Ay,
each player i is privately informed of his date-t signal, s;; = 04(a<;), after which each player
i simultaneously chooses an action from his set of feasible date-t actions ®;;(s;;) C A;;, and
nature chooses a date-t state ag; € Ao according to p;(-|a<;). The game then proceeds to
the next date. After T dates of play this leads to an outcome a € A and the game ends with
player payoffs u;(a), i € I.

In the next two subsections, we formally introduce strategies, outcome distributions,

payoffs, and conditional payoffs.

3.1 Strategies and Induced Outcome Distributions

A strategy for dated player it € L is any transition probability b; : S;; — A(A;;) that satisfies
bit(Pit(sit)|si) = 1 for every sy € Sy

Let By denote it’s set of strategies and let B; = X1 B;; denote i’s (behavior) strategies.
Perfect recall ensures that there is no loss in restricting attention to B; for each player 7. Let
B = X¢1. B denote the set of all strategy profiles.

For any date t, let B, = Xx;c;B;; denote the set of date-t strategy vectors with typical
element by, = (by)ier. Let Ay = Xyep-Ay. Each by € B, determines a transition probability
P, from A_; to M(A,) such that, for any measurable product set C' = X;c1+Ciy C Xiep+ Ay

and for any a-; € Ay,

Pt(0|@<t, b-t) = pt<COt ’a<t)Hi€Ibit(Cit lait(aq))- (3-1)

For any b € B, we inductively define measures P-;(-|b) in A(A-;) so that P-({0}|b) =1
and, for all t € {1,...,T} and for all measurable C' C A_;,4,

P_i11(C|b) = /Pt({a.t (a<t,aq) € CHacy, by) Poy(dac|b). (3.2)

(Notice that P_;(-|b) depends only on b_;.)

Let P(:|b) = P-r+1(-|b) be the probability measure on outcome events in M(A) that is
induced by b. The dependence of P(:|b) on nature’s probability function p will sometimes be
made explicit by writing P(-|b; p).

For any b € B, we inductively define transition probabilities from A-; to A(A>;) so that
Por(-|lacy,b) = Pr(-|lacr,br), and for any date t < T' and any measurable C' C Ay,

Pzt(0|@<t,b) = /Pzt+1({azt+1 : (a-t7a2t+1) € C}|a<t+1, b)B(da-t|a<t»b-t)-

(Notice that Ps;(+|a<t,b) does not depend on b;.)

8



At any date t, the conditional expected utility for player ¢ with strategies b given history
Gy 18,

Ui(blas) = / ws(amt, @) Poy(dasilans, b),

(notice that U;(bla) does not depend on b.;), and, player i’s ex-ante expected utility is

Ui(b) = / i) P(dalb) = / Us(blacrs) Persa (dacran |0).

3.2 Conditional Probabilities

For any b € B, for any it € L and for any Z € M(S;;), define
Py(Z|b) = Pi(07, (2)[b) = Pet({a<s : ounla<s) € Z}|D).

Then P, (Z|b) is the probability that i’s date ¢ signal is in Z under the strategy profile b. The
dependence of Py (+|b) on nature’s probability function p will sometimes be made explicit by
writing Py (-|b; p).

For any it € L and for any measurable Z C Sy, if P;;(Z|b) > 0, we may define: conditional

probabilities,
P_(C|Z,b) = Po(C N (Z)|b)/Py(Z|b), YC € M(A,),

and,
P(C|Z,b) = P({a € C:oy(ax) € Z|b)/Py(Z|b), YC € M(A),

and conditional expected payoffs,
mmm:/m@mmmm
A

(Notice that P-(-|Z,b) is the marginal of P(-|Z,b) on A.;.) The dependence of P(:|Z,b)
and U;(-|Z) on nature’s probability function p will sometimes be made explicit by writing
P(-|Z,b;p) and U;(-|Z; p).

The concepts that we will define in the rest of the paper are all based on the idea that
players must choose strategies that are approrimately optimal among all of their feasible
strategies in the game I". One might think that strategies that are fully optimal can be
obtained by taking limits of approximately optimal strategies, but this is not the case.
The difficulty with exact optimality arises through a phenomenon that we call “strategic
entanglement,” where a sequence of strategy profiles yields randomized play that includes

histories with fine details used by later players to correlate their independent actions. When



these fine details are lost in the limit, there may be no strategy profile that produces the
limit outcome distribution.” In fact, Harris et. al. (1995) give an example in which this
problem is so severe that it precludes the existence of a subgame perfect equilibrium in a
two-stage game with compact action sets and continuous payoff functions.!® Consequently,
for much of what follows we consider strategies in which all players are e-optimizing. But see
Section 6.2 where we consider the limits, as ¢ — 0, of the outcome distributions produced
by such e-optimal strategies.

We next introduce a basic solution concept that, like Nash equilibrium, only disciplines

behavior in positive probability events.

4 Conditional e-Equilibrium

For any it € L, and for any b; € B;, say that ¢; € B; is a date-t continuation of b; if ¢;. = by,
for all » < t.

Definition 4.1 For any ¢ > 0, a strategy profile b € B is a conditional e-equilibrium iff
for every it € L, for every measurable Z C S;; satistying Py (Z|b) > 0, and for every date-t
continuation c¢; of b;,

Every conditional e-equilibrium is an e-Nash equilibrium, which only requires inequality
(4.1) to be satisfied when Z = S;;. But the converse can fail because, in an e-Nash equilibrium
a player may be able to improve his conditional payoff in some observable event by more
than ¢ if the conditioning event occurs with sufficiently small probability in equilibrium.

Conditional e-equilibrium ensures that no player could expect significant gains by uni-
laterally deviating from the equilibrium after any event that has positive probability in
the equilibrium, and so predicted behavior will satisfy approximate rationality in all such
positive-probability events. One might hope that we could ignore any possibility of irrational
behavior in events that have zero probability in equilibrium, since they are unlikely to occur!
But for any event that would be observable by some player j, if this event could get positive
probability when some player i deviated from the equilibrium, then j’s predicted behavior

in this event may be used in the calculation of ¢’s expected payoffs from this deviation. So

9Milgrom and Weber (1985) provided the first example of this kind. See also Van Damme (1987) and
Borgers (1991).

10The nonexistence of a strategy supporting the limit outcome distribution can sometimes be remedied
by adding an appropriate correlation device between periods as in Harris et. al. (1995). Manelli (1996)
considers the problem of strategic entanglement in signaling games and restores existence there by adding
cheap talk to the sender’s message. Both of these remedies can add equilibria that are not e-equilibria of
the original game.

10



if j’s predicted behavior in this event would not be even approximately rational, then the
calculation of i’s incentive to deviate in inequality (4.1) could be flawed. Thus we need to
strengthen conditional e-equilibrium so as to verify the rationality of players’ behavior in
any observable event that could get positive probability if players deviated from equilibrium,
even if the event has zero probability in the equilibrium itself.

For a finite extensive-form game, the problem can be avoided by considering conditional
e-equilibria in which each player at each information set assigns at least some small positive
probability to every feasible action. Such a completely mixed strategy would give positive
probability to every event that could get positive probability after any strategic deviations by
the players in the finite game. So for finite games, Kreps and Wilson could define sequential
equilibria as limits (as € — 0) of completely mixed conditional e-equilibria.

But in infinite games where players have uncountably infinite sets of actions, any be-
havioral strategy profile must leave many actions with zero probability. Then a deviation
to such zero-probability actions could lead to events where our definition of conditional e-
equilibrium does not test the rationality of players’ behavior. Thus, we will need to consider
perturbations of the conditional e-equilibrium, to test rationality in these events, unless we
can find some reasonable way to restrict the set of strategic deviations that must be consid-
ered. This latter possibility is explored in the next section, where we restrict consideration

to a dense set of deviations, using a topology on action spaces.

5 Full Conditional e-Equilibrium

Although it may be impossible to give positive probability to all actions for a player in an
infinite game, the player may have behavioral strategies that assign positive probability to
every neighborhood of every action, under some suitable topology on A;;. So for a multistage
game [ as in Section 3, let us suppose now that, for each it € L, the action set A; is a
separable metric space, and the measurable sets M(A;;) are the Borel sets. For simplicity,
in this section we assume that each player’s set of feasible actions is history independent, so
that ®;(s;) = Ay, for all s;; € Sy and for all it € L.

We say that a strategy profile b has full support iff, for all it € L, and for all s;; € Sy,
we have by (Cls;;) > 0 for every C' that is a nonempty open subset of ®;(s;) = Ayt
Full-support strategies exist, by the assumption that the topology on each A;; is separable,

as each dated player has a countable dense set of actions that could all be given positive

Such strategies have been defined for various games with history-independent action sets. For signaling
games, Mansuwe et. al. (1997) call such strategies pointwise completely mixed. For Bayesian games, Bajoori,
Flesh, and Vermuelen (2016) call them completely mixed behavior strategies. For a class of extensive games,
Jung (2018) calls them fully mixed. In normal form games, Simon and Stinchcombe (1995), and Bajoori,
Flesch, and Vermuelen (2013) have used mixed strategies with full support to refine Nash equilibrium.

11



probability. Furthermore, any strategy profile b can be closely approximated by full support
strategy profiles, because (1 — A\)b + Ab has full support whenever 0 < A < 1 and b has full
support.

Definition 5.1 Say that b is a full conditional -equilibrium iff b is a conditional e-equilibrium

that has full support.

With full-support strategies, any feasible action for any player has arbitrarily small neigh-
borhoods that will get positive probability under the player’s strategy after any possible
signal. Using this property, we can now construct a dense set of deviations under which the
problem of zero-probability events does not arise for a full conditional e-equilibrium.

Let us define a tremble profile to be any ¢ = (p;)icr such that each ¢, : Ay X Siy —
A(A;) is a transition probability that satisfies ¢;, (P (sit)|ai, sie) = 1, for all a;; € A; and
for all s;; € S;;. For any tremble profile ¢ and any strategy profile b € B, let b* ¢ denote the
strategy profile (by; * p;;)ier € B where, for each it € L, by * ;, € By is defined by,

[bit % 90115](C|51t) = /@it(ol(lit, Sit)bit(dait|3it)a VC - M(Azt), \V/Sit € Sit> \V/Zt - L

The tremble profile ¢ is d-local iff p,,(Bs(ait)|ai, sir) = 1, for all a; € Ay, for all s;; € Sy,
and for all it € L, where Bs(a;;) is the ball of radius § around a;.

So a d-local tremble profile ¢ describes a model in which, when any player ¢ intends
to choose some action a;; after observing some signal s;;, the player would tremble slightly
and would really choose some nearby action, within distance 0 from a;;, according to the
probability distribution ;,(+|a, si;). If the players’ intended actions were generated by the
strategy profile b, then their realized actions would depend on their signals according to the
strategy profile b * ¢. By taking ¢ to 0, we can guarantee that each player’s realized actions
with a d-local tremble will always be arbitrarily close to his intended actions.

The following theorem tells us that, for any full conditional e-equilibrium b, we can
construct arbitrarily small local trembles that do not change b and are such that, for any
intended deviations by any players, the corresponding deviations with trembles do not lead to
any positive-probability events in which the rationality of the full conditional e-equilibrium

has not already been tested. A proof is in Myerson and Reny (2019).2

Theorem 5.2 Suppose that b is a strategy profile with full support. Then for any 6 > 0,
there is a d-local tremble profile ¢ such that b x o = b and, for every b € B and every
C e M(A), if P(C|b* @) > 0 then P(C|b) > 0.

12The idea is to partition each action space A;; into measurable sets C, each of which is contained in a ball of
radius §/2 and has a nonempty interior, so that it gets positive probability under b;; with full support. Then
for any intended action a;; in the partition element C, we can let ¢, (Dla;t, Sit) = bit(D N Cl84t) /bie(Clsit)
for all D € M(A;t). So @;(-|ait, sit) imitates b;:(+|s;+) within a small set of actions that are d-close to a:.
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Full conditional e-equilibria exist in a large class of (regular projective) games (Theorem

9.3 and Remark 9.4), but can fail to be subgame perfect, as the next example shows.

Example 5.3 Fuailure of subgame perfection for a full conditional e-equilibrium.
e On date 1, nature chooses ¢ uniformly from [0, 1].

e On date 2, player 1 observes the signal s; = 6 and chooses z € [0, 1].

e On date 3, player 2 observes the signal s; = (6, z) and chooses y € [0, 1]

e Payoffs are u; = uy = 1if § = 2 =y, and u; = uy = 0 otherwise.!?

e Full-support strategies are defined with the usual topology on [0, 1] as a subset of the real

number line.

In this game, each player wants both players to match nature’s choice of 6. Since both
players observe the past history when it is their turn to move, this game has perfect infor-
mation. In any subgame-perfect equilibrium, player 2 must be expected to choose y = 0
whenever x = 0, and so player 1 should choose x = 6, so that both players get a payoff
of 1. With any € > 0, there exist full conditional e-equilibria in which this outcome event
{z = y = 0} has arbitrarily high probability (with each player having a small probability of
choosing an action from a full-support distribution on [0, 1]).

However, we can also find full conditional e-equilibria in which the players’ expected
payoffs are 0. For example, consider strategies where each player’s action would be chosen
from a uniform distribution on [0, 1] independently of the observed history. Player 2 would
strictly prefer to choose y = 6 in the event {x = 0}, but conditional e-equilibrium does not
require rationality of 2’s response in this event because it has probability 0 when player 1
chooses x independently of 0. ¢

If in the above zero-payoff imperfect equilibrium player 1 understood that player 2 would
rationally respond to x = 6 by choosing y = 6, then player 1 would certainly prefer to
choose z = 0. But this argument depends on the implicit assumption that player 1 can
choose x exactly equal to 0, without any small local tremble. If player 1’s intended choice
of x = 0 would lead to the realized = actually being drawn from a uniform distribution over
the interval of [# — §,0 + §], for some small § > 0, then player 1 could not force the exact
match {x = 6} to have positive probability even if he tried, and so the failure of subgame
perfection in this event would not actually matter. It is in this sense that Theorem 5.2 tells
us that any failures of sequential rationality in a full conditional e-equilibrium could become

irrelevant if players’ choices are subject to arbitrarily small local trembles.

13These payoff functions are discontinuous. A similar example with continuous payoffs can be obtained by
adding more stages. Discontinuities for early players then arise because the behavior of later players is not
continuous in the actions of the early players.
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This interpretation of the zero-payoff imperfect full conditional e-equilibrium relies on the
possibility that players might be unable to even approximately optimize since local trembles
must preclude at least one of the players from matching nature’s choice of 6 even when the
other player matches 6. Next, we develop an approach to the problem of perfection in which
all players are assumed always to approximately optimize over their entire set of feasible

strategies.

6 Perfect Conditional e-Equilibrium

From Example 5.3, we see that subgame perfection cannot be guaranteed without testing
rationality of players’ responses to all possible deviations (not just some dense set of devia-
tions). Thus, we now develop our concept of perfect conditional e-equilibrium by considering
nets of perturbations of the players’ strategies and nets of perturbed probability functions
for nature that eventually (in the net) give all player actions and almost all states of na-
ture positive probability, and along which the players e-optimize conditional on all positive
probability events.

Our next example motivates why we must perturb both nature’s probability function and
the players’ strategies when we require that rationality be tested with positive probability
at each signal. The example shows that such a requirement can be incompatible with the

existence of equilibrium if we perturb only the players’ strategies.

Example 6.1 Nonezistence of equilibrium when only strategies are perturbed in rationality

tests.

e On date 1, Nature chooses ¢ uniformly from [0, 1] and player 1 chooses = € {—1} U [0, 1].

e On date 2, player 2 observes the signal s, where s = z if x € [0,1] and s =0 if x = —1,
and then chooses y € {—1,1}.

e Payoffs are vy = —x, up = (x + 1/2)y.

In this game, player 2 observes a number s € [0, 1] but she does not know whether the
number she observes was chosen by player 1 (which will be the case when z € [0, 1]) or was
chosen by nature (which will be the case when z = —1).

The strategy © = —1 is strictly dominant for player 1 and player 2 wants to choose
y = —1 if and only if z = —1. So this game has an essentially unique Nash equilibrium in
which player 1 chooses © = —1 and player 2 chooses y = —1 for Lebesgue almost every signal
s € [0, 1] that she observes.

However, if we required that, for any signal s € [0,1], player 2’s equilibrium behavior

should pass a conditional rationality test in slightly perturbed strategies that give this signal
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positive probability (so that conditional payoffs can be computed), then there would be no
equilibrium at all. Indeed, for any « € [0, 1], the event {s = a} can have positive probability,
but only if positive probability is given to = «, because the event {# = «} has probability
0. So in any scenario where {s = o} has positive probability, conditional rationality would
require player 2 to choose y = 1 when she observes s = « since the resulting conditional
probability of the event {x € [0,1]} is one. Applying this same argument to every signal
a € [0,1] would imply that player 2 must choose y = 1 after every signal. But, for e > 0
small enough, this strategy is not even an e-best reply for player 2 against player 1’s strictly
dominant choice of z = —1. ¢

To see the problem another way, consider any possible value of 2’s signal § € [0,1]. We
could try to estimate what player 2 should believe is the conditional probability of player
1 having chosen x = —1 given that 2 has observed s = § by taking the limit of what this
Bayesian belief probability would be for strategies in a net of strategies which converge to 1’s
unique equilibrium strategy and which (eventually) give positive probability to the event of 2
observing {s = §} (so that we can apply Bayes rule). But these Bayesian belief probabilities
must all be 0, because the event of 2 observing s = § can have positive probability only
when player 1 gives some small positive probability to the event {x = § > 0}, since the event
{0 = §} must have probability 0 as long as we do not perturb nature’s behavior. Now this
argument can be applied for every § in [0, 1]. Thus, when we try to compute conditional belief
probabilities from a net of perturbations of 1’s equilibrium strategy, we find that player 2
must assign belief probability 0 to the event {x = —1} conditional on every individual
signal in [0, 1]. But before observing this signal, knowing only that s € [0, 1], player 2 must
understand that the event {z = —1} has probability 1 in equilibrium.

This problem arises here because, when only the players’ strategies are perturbed, the
positive probability rationality test biases player 2’s conditional beliefs toward explaining
prior probability-zero events as always being the result of a deviation by player 1 instead of
perhaps being the result of the occurrence of a probability-zero state of nature.

To avoid such biased beliefs, and to steer clear of the problem encountered here, we
perturb both the players’ strategies and nature’s probability function in our tests for rational
behavior.

We next introduce our main solution concept which, unlike both conditional e-equilibrium
and full conditional e-equilibrium, tests for rational behavior even at events that have prob-

ability zero in equilibrium.
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6.1 Perfect Conditional s-Equilibrium

Let 7 denote the set of 7 = (74, ...,77) such that each 7, : Ay — A(An) is a transition
probability. Thus 7 is the set of alternative probability functions for nature in the game
. Notice that nature’s probability function p is in 7. For any 7 € 7, let I'(7) denote the
perturbed game in which nature’s probability function is 7 instead of p.

For any 7,7" € 7T, define |7’ — 7|| = sup |7}(Cla<:) — 7:(Cla<:)|, where the supremum
is over all t < T, ay € Ay, and C € M(Aq). For any ¥',b € B define ||b/ —b| =
sup |6, (Clsit) — bit(C|si)| , where the supremum is over all it € L, s;; € Sy, and C' € M(Ay).

Sequences of completely mixed strategies play a critical role in defining sequential equilib-
rium in finite games but are unavailable in infinite games when any player has a continuum
of actions. So we extend to infinite games the concept of a sequence of completely mixed
strategies by using instead nets of strategies whose tails give every action positive probabil-
ity. '

For any b € B, say that the net {0} of strategy profiles is admissible for b iff lim, ||b* — b|| =
0,' and, for every it € L, for every s; € Sy, and for every a;; € ®;(s;), there is an index
@ in the directed index set such that b ({a;}|si) > 0 for every a > a@.

Notice that in any finite game, if a sequence (and therefore a net) of strategy profiles
is admissible for some strategy profile, then the sequence of strategies converges to that
strategy profile and, far enough out in the sequence, all strategies always give all available
actions positive probability. So admissible sequences of strategies in finite games correspond
exactly to the kinds of sequences that are required to define sequential equilibria there.

For any b € B, it is easy to construct a net that is admissible for b as follows. Let
Ar = Xuer Ay denote the set of action profiles. The index set for our net will be the set, €2,
of all ordered pairs (n, F') such that n is any positive integer and F' is any nonempty finite
subset of A;. This index set is a directed set when we partially order its elements by saying
that (n/, F”) is at least as large as (n, F) iff n’ > n and F’ O F. For any (n, F) € Q, let Fj;
be the projection of F' onto A;.

For any (n, F) € Q, for any it € L, and for any s; € Sy, define IBZFHsn) to be uniform
on Fj; N ®;(s;) if this intersection is nonempty, and define BZF(|3“5) = b;s(+|ss) otherwise.'®
Define b" (+]si) = (1 — L) bie(+|sie) + 205" (+|sit). Then, the action-probabilities assigned by

b»" are always within L of those assigned by b;, and " (-] si) gives positive probability to

14 All nets will be indexed by superscripts, e.g., {b*}. It will always be implicit that the net’s set of indices
comes equipped with a partial order that makes the index set a directed set, i.e., for every pair of indices,
there is another index that is weakly greater than both.

15This limit means that, for every € > 0 there exists an index @ in the net’s directed index set such that
[|6% — b|| < € for every a > @.

16The multi-stage game measurability condtion on ®;; specified in I'.7 ensures that BZF has the measur-
ability property required of a transition probability.
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every action in Fj; N ®;(s;). In particular, for any a; € ®y(sy), bZ’F({az-tHsit) > 0 whenever

F, contains az. These properties of each b)y" imply that the net {b™" }n,pyeq is admissible
for b.

We next define admissible nets of perturbations of nature’s probability function p. For
these nets, we require only that almost every state of nature (as opposed to every state)
receive positive tail-probability, as formalized below. This allows one to capture the idea
that after some out of equilibrium history, it is common knowledge among the players that
some states that could explain that history are nevertheless impossible — e.g., states that are
outside the support of nature’s distribution. The simplest way to ensure that players always
consider a state (with prior probability zero) to be impossible is to give it probability zero
in every element of a net of perturbations.!”

For any date ¢, for any C' C Ay x Aoy, and for any a«; € Aoy let Co., = {aor € Aot :
(ags, a<y) € C} be the slice of C' through a,.

Given nature’s probability function, p, say that a net {p®} of nature perturbations is
admissible for p iff lim, ||[p* — p|| = 0, and, for any date ¢ there is a measurable subset C' of

A x Aoy such that for any ac € Acy, pi(Co,la<) = 1 and, for any ag, € C,_,, there is an

<t?
index @ in the directed index set such that p2({ag}|a<;) > 0 for every a > a.'8

For any b € B, say that a net {(b% p®)} of strategy profiles and nature perturbations is
admissible for (b, p) iff {b*} is admissible for b and {p“} is admissible for p.'?

We can now state one of our central definitions.

Definition 6.2 For any € > 0, a strategy profile b € B is a perfect conditional €-equilibrium
iff there is a net {(b%,p™)} of player strategies and nature perturbations that is admissible
for (b, p) such that for every «, b* is a conditional e-equilibrium of the game I'(p®). The net
{(b*,p™)} is then called an e-test net (for (b,p)).

In a perfect conditional e-equilibrium, behavior is e-rational in all events given positive
probability in the tail of an admissible net, which should be interpreted to mean in all events
outside a “strategically irrelevant” set. The next definition makes this precise.

Say that a measurable subset N of A is negligible iff P(N|b) = 0 for every b € B. So a
negligible set is strategically irrelevant because, in positive probability events, it cannot be

given positive probability by any strategy profile.

"For example, the “canonical” nets of nature perturbations defined in Section 8.1 eventually (in their tail)
give probability zero to states outside the support of p. See footnote 42.

18Like admissible nets of strategies, admissible nets of nature perturbations are easily constructed.

9 Notice that if {7} is admissible for b and {p®} is admissible for p, then defining (b(*:9), p(79)) = (b7, p°)
for each « and d, and partially ordering (v, §) pairs coordinatewise, i.e., (v/,6") > (v,9) iff v/ > v and §' > 4,
we obtain that the net {(b("9) p(»9)} is admissible for (b,p).
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We can now state the following result, which says that every outcome in the game outside
a negligible set receives positive probability in the tail of any admissible net of strategies and

nature-perturbations. A proof is in Myerson and Reny (2019).%

Theorem 6.3 If {(b*,p*)} is admissible for (b, p), then there is a negligible set of outcomes
N C A such that, for every a € A\N, there is an index & such that P({a}|b%; p*) > 0 for

every o > .

In standard finite multi-stage games, we can relate perfect conditional e-equilibria to
strategy profiles that are part of a sequential equilibrium, henceforth sequential equilibrium

strategy profiles. A proof is in Myerson and Reny (2019).

Theorem 6.4 In any standard finite multi-stage game, the following conditions are equiv-

alent.

(a) b € B is a sequential equilibrium strategy profile.
(b) b € B is a perfect conditional e-equilibrium for every € > 0, and

(c) b€ B is the limit as ¢ — 0 of a sequence of perfect conditional e-equilibria.

Given this result, it would be natural to extend the definition of sequential equilibrium
to infinite games by defining b € B to be a “perfect conditional equilibrium” if and only
if it is a perfect conditional e-equilibrium for every € > 0, or, if and only if it is the limit
as ¢ — 0 of a sequence of perfect conditional e-equilibria. But such strategy profiles need
not exist, even in very well-behaved infinite games.?! So in the next section, we instead
consider sequences (nets) of perfect conditional e-equilibria and the limits of their outcome

distributions as ¢ — 0.

6.2 Perfect Conditional Equilibrium Distributions

We now define a “perfect conditional equilibrium distribution” as a limit of perfect condi-

tional e-equilibrium distributions on outcomes as € — 0.

20The idea of the proof is as follows. By admissibility, for any date ¢, there is Ct* € M(Ag x A~y)
such that for every a«; € Ay, pt(C};<t|a<t) = 1 and, for every ag; € C};d there is an index & such that
p%({aot}Ha<t) > 0 for every a > &. Let N be the union of Ny, ..., Ny, where Ny = {a € A : (ag,a<¢) ¢ C'}.
Then N is negligible because each Ny is negligible (by the definitions in Section 3.1).

21Gee, e.g., Example 2 in Milgrom and Weber (1985), Van Damme (1987), Borgers (1991), and Section 2
in Harris et. al. (1995).
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Definition 6.5 A mapping p : M(A) — [0,1] is a perfect conditional equilibrium distribu-

tion iff there is a net {b*} of perfect conditional e,-equilibria such that lim, e, = 0 and,
w(C) =lim P(C|b%), for every C' € M(A).*? (6.1)

It follows immediately from (6.1) that if i is a perfect conditional equilibrium distribution,
then 1 is a finitely additive probability measure on M(A).?* The next result is an immediate

consequence of the equivalence of (a) and (c) in Theorem 6.4.

Theorem 6.6 In any standard finite multi-stage game, the set of perfect conditional equi-
librium distributions is precisely the set of distributions over outcomes induced by the set

of sequential equilibria.

The existence of perfect conditional e-equilibria is taken up in Section 9.1. We record
here the simpler result, based on Tychonoft’s theorem, that a perfect conditional equilibrium
distribution exists so long as perfect conditional e-equilibria always exist. A proof is in
Myerson and Reny (2019).

Theorem 6.7 If for each € > 0 there is at least one perfect conditional e-equilibrium, then

a perfect conditional equilibrium distribution exists.

If (6.1) holds, then so long as u; is bounded and measurable (as we have assumed),

liénl‘ui(a)P(da|ba) :/Aui(a),u(da), (6.2)

and so we define i’s equilibrium expected payoff (at u) by

/A wi(a)p(da).

Sometimes f is only finitely additive, not countably additive (e.g., the leading example
in Harris et. al., 1995). Even so, in many practical settings there is a natural countably

additive probability measure over outcomes that is induced by p.

Definition 6.8 Suppose that A is a normal topological space and M(A) is its Borel sigma-
algebra.?* We say that [i is the reqular countably additive distribution induced by p iff

22The directed index set can always be chosen so that each element is of the form o = (g, F), where ¢ is
any positive real number, F is any finite collection of measurable subsets of A, and smaller values of ¢ and
more inclusive finite collections F correspond to larger indices.

Z3For any disjoint sets C, D € M(A), (6.1) and lim, P(C U D|b%) = lim,[P(C|b%) + P(D|b*)] imply that
uw(CUDH) = u(C) + (D).

24Recall that a topological space is normal if any pair of disjoint closed sets can be separated by disjoint
open sets.
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[ IS a regu]ar countably additive probability measure on M(A) such that [ f(a)p(da) =
[ f(a)p(da) for all bounded continuous f : A — R.*

In most applications, e.g., whenever A is a compact Hausdorff space with its Borel
sigma, algebra of measurable sets, p induces a regular countably additive distribution .26
In this case, player i’s equilibrium expected payoff (at 1), namely [, u;(a)u(da), is equal to

[, ui(a)f1(da) whenever u; : A — R is a continuous function.?”

6.3 Other Properties

The next result states that every perfect conditional e-equilibrium is a conditional e-equilibrium,
and therefore also an e-Nash equilibrium. A proof is in Myerson and Reny (2019).?® The
proof uses the fact that signal-event-probabilities in a perfect conditional e-equilibrium are

well-approximated by the e-test net.

Theorem 6.9 Every perfect conditional e-equilibrium is a conditional e-equilibrium and

therefore, a fortiori, an e-Nash equilibrium.

Given perfect recall, we may say that a date-t history a-; € A-; is a subgame of T" iff
o (oi(axt)) = {ax}, for all i € I.

For any € > 0, say that a strategy profile b € B is a subgame perfect e-equilibrium of T’
iff there is a negligible subset N of A such that for every a € A\N and for every date t, if

a-; is a subgame then,

sup U;(c;,b_ila<y) < Ui(blacy) + €, for every i € I. (6.3)

¢, E€B,;
Our next result states that perfect conditional e-equilibria induce e-Nash equilibria in
all subgames outside a strategically irrelevant set. A proof is in Myerson and Reny (2019).
The result is a consequence of the fact that, in an e-test net for a perfect conditional e-
equilibrium, every outcome, and so also every subgame, outside a negligible set eventually

has positive probability. So conditional on all such subgames, play must be e-optimal.

25 There can be at most one such Borel measure /i since, by Theorem IV.6.2 in Dunford and Schwartz
(1988), any two such measures must agree on all closed sets. Then, by Corollary 1.6.2 in Cohn (1980), the
two measures must agree on all Borel sets since the set of closed sets is closed under finite intersections and
generates the Borel sigma algebra.

26This follows from the Riesz representation theorem, an observation for which we are grateful to a referee.

2"When the outcome distribution ;i can not be supported by any strategy profile, it can sometimes be
supported by a correlated strategy (as happens in the examples listed in footnote 21). Whether this is true
in general is not known.

28Tt is also straightforward to show that the set of perfect conditional e-equilibria is closed under the || - ||-
norm on B, and the set of perfect conditional equilibrium distributions is compact in the product topology
on [0, 1]M(4), We omit the straightforward proofs.
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Theorem 6.10 Every perfect conditional e-equilibrium is a subgame perfect e-equilibrium.

Our perfect conditional e-equilibrium concept does not specify beliefs for the players.
Instead, the players’ beliefs are implicitly specified through a net of perturbations that tests
for e-optimal behavior. Next, we provide one way to define systems of beliefs so that KW’s

consistency condition for standard finite games extends to infinite games.

6.4 Conditional Belief Systems and Sequential c-Rationality

For any it € L and for any Z € M(S;), say that Z is observable iff there is b € B such that
P,(Z|b) > 0. A player’s behavior conditional on any signal event that is not observable is
irrelevant since, in positive probability events, no behavior can make an unobservable event

have positive probability.

Definition 6.11 A conditional belief system 3 specifies, for every it € L, and for every
observable Z € M(S;), a finitely additive probability measure (3;(-|Z) on the measurable
subsets of A; such that 3;,(c;;'(Z2)|Z) = 1.%

So a conditional belief system specifies, for any observable set of signals and for any dated
player, a finitely additive probability measure over histories that gives probability one to the

set of all histories that generate signals in the given set.

Definition 6.12 For any b € B and for any conditional belief system (3, say that (b, 3) is
Bayes consistent iff for all it € L, for all C' € M(A-;), and for all measurable Z C S;; such

So Bayes’ consistency disciplines beliefs only on signal events that have positive proba-
bility under the given strategy profile. If (b, 3) is Bayes consistent then we also say that
is Bayes consistent (with b).

One way to extend to infinite games KW'’s definition of a belief system that is consistent

with a given strategy profile is the following.

Definition 6.13 For any b € B and for any conditional belief system 3, say that (b, 3) is
finitely consistent iff there is a net {(b*,p*)} in B x T that is admissible for (b, p) such that
for every it € L and for every observable Z € M(Sy),

B,(C|Z) = lim P-,(C|Z, % p*), YO € M(A).» (6.4)

2 The set O'i_tl(Z) is nonempty because, in a multi-stage game, each signal function oz : A<y — Sit is
onto, i.e., its range is Sj;.
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If (b, B) is finitely consistent then we can also say that (3 is finitely consistent with b.

Importantly, for any b € B, there is a conditional belief system 3 that is finitely consistent
with 5.3 Moreover, if (b, 3) is finitely consistent then it is Bayes’ consistent and 3 exhibits
many additional consistency properties.®?

We next extend KW’s definition of sequential rationality to infinite games.

Definition 6.14 For any ¢ > 0, for any b € B and for any conditional belief system (3, say
that (b, 5) is sequentially e-rational iff for every it € L and for every observable Z € M(Sy),

[ esbitac)Bidac|2) < [ Uiblac)Bildaci|2) + e, for every i € B

It is easy to verify that if (b, 3) is Bayes consistent and sequentially e-rational, then b is a
conditional e-equilibrium. We also have the following result, whose proof is in Myerson and
Reny (2019). The proof uses an e-test net for b to construct beliefs 5 as in (6.4). Sequential
e-rationality then follows by continuity given that each element of the test-net is a conditional

e-equilibrium.

Theorem 6.15 Ifb € B is a perfect conditional e-equilibrium, then there is a belief system

[ such that (b, 3) is finitely consistent and sequentially e-rational.

But the converse fails. That is, (b, 3) can be finitely-consistent and sequentially e-rational
even though b is not a perfect conditional e-equilibrium (see Example 1 in Myerson and Reny
2019).

A well-known property of consistent beliefs in standard finite games is that players with
the same information must have the same beliefs about the history of play. This property
extends to infinite games and finitely consistent beliefs. Indeed, and even more generally,
suppose that at any date t, two players can each distinguish between the measurable set of
histories C'; and its complement, i.e., for each player, no date-t history outside C-; generates

the same signal as any history in C'.y. Suppose also that C'-; can have positive probability

30 An implication of Theorem 6.3 is that, because Z is observable and {(b%,p®)} is admissible for (b, p),
there is & such that P;(Z[b%; p®) > 0 for every a > a. See Myerson and Reny (2019), Corollary to Theorem
6.3. So the conditional probability on the right-hand side of (6.4) is well-defined.

3lFor example, let {(b% p®)} be any net that is admissible for (b,p). Then (see footnote 30),
{(P<t(C1Z,b%;0%))ite L, Ze M(S51),CEM(Ay) Yo 18 a net taking values in a space that is an infinite product
of the compact set [0, 1]. By Tychonoff’s theorem this space is compact and so a convergent subnet can be
extracted to define beliefs as in (6.4).

32For example, for all it € L, for all W, Z € M(S;;) and for all C € M(A~y),

B0 W)|Z)B:(C Moy (2)IW) = Biy(07, (2)[W)B(C N o' (W)] Z).
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under some strategy profile. Then, for any finitely consistent beliefs, the two players must
have the same beliefs over C'; conditional on each of their signal sets that is generated by
C~;.3% Because this holds in particular when, for each player, C'; generates a single signal,
we may conclude in addition that with finitely consistent beliefs, whenever any two players
have the same information about the history of play, they must have the same beliefs.

Since for any perfect conditional e-equilibrium b there are conditional beliefs § such
that (b, 5) is finitely consistent and sequentially e-rational, the discussion in the previous
paragraph implies that, in any perfect conditional e-equilibrium, any two players with the
same information about any observable event behave as if they have the same beliefs.

Despite having some good properties, finitely consistent beliefs can sometimes seem para-
doxical. Indeed, returning to Example 6.1, consider any || - ||-convergent net {(b,p*)} in
B x T such that p® = p is constant and equal to nature’s probability function and such that
for each 6 > 0 and for each action of player 1, player 1’s net of strategies eventually always
gives that action positive probability and eventually always gives the strictly dominant ac-
tion z = —1 probability at least 1 — 9. Any such net defines a net of belief systems that has a
limit point (by Tychonoff’s theorem). Moreover, each limit point is finitely consistent. But,
as we have seen, these finitely consistent beliefs would put probability 0 on the event that
player 1’s action is x = —1 conditional on each of player 2’s signals, even though this event
should get probability 1 conditional on player 2’s entire set of signals.

Thus, with only finite consistency, beliefs on one-point signal events may not be sufficient
to determine beliefs more generally. In particular, the probability assigned to any set of
histories conditional on any given signal event need not be a convex combination of the
probabilities assigned to that set of histories conditional on each element of an arbitrary
partition of that signal event. However, that probability can always be obtained as a convex
combination of the conditional probabilities given each element of any finite partition of that
event.

Much applied work on signaling games (for example) has relied on an implicit assump-
tion that beliefs conditional on one-point signal events should be sufficient to characterize
beliefs for all larger observable events. When beliefs computed pointwise are not sufficient
to evaluate the sequential rationality of a strategy, this beliefs-based approach can become

more difficult and so perhaps less useful.

33This is because their signal sets are observable events (since C; can have positive probability), and
because, by equation (6.4), if signal sets Z;; and Zj; satisty Co; = 0,'(Zit) = O’ﬁl(ZJ‘tL then for every

H e M(A<t), Byy(H|Zit) = B (H|Zjt) = limg Py (H N Cy[b%;p%) / P<i(C< [0 p%).
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7 Illustrative Examples

In this section we present two examples showing that perturbations of nature can sometimes

lead to perfect conditional e-equilibria that may seem unintuitive.*

Example 7.1 Unintuitive consequences of non-independent perturbations of independent
states of nature.

e On date 1, nature chooses 6 = (61, 03) uniformly from the square [—1, 3] x [—1, 3].

e On date 2, player 1 observes #; and chooses = € {—1,1}.

e On date 3, player 2 observes x and chooses y € {—1,1}.

e Payoffs are: u; = xy and us = 6sy.

Since no player receives any information about 65, and E(f;) > 0, player 2 should choose
y = 1 regardless of the action of player 1 that she observes. But then player 1 should also
choose x = 1 regardless of the value of #; that he observes. Hence, the intuitively natural
equilibrium expected payoff vector is (u1,us) = (1,1).

But consider the pure strategy profile (b2, baz) where bya(01) = [—1] if 01 > —1, bia(—1) =
[1], and bo3(z) = [—x].%

This strategy profile yields the expected payoff vector (u;,us) = (—1,1), but it is nonethe-
less a perfect conditional e-equilibrium for any € > 0 because it can be supported by a per-
turbation of nature that puts small positive probability on the event {#; = 0, = —1}. With
this perturbation of nature it would be sequentially rational for player 2 to choose y = —1
when she observes x = 1 because she would attribute this observation to the occurrence of
the positive probability event {#; = ; = —1} and therefore would expect the value of 6, to
be —1.35 ¢

This perfect conditional e-equilibrium may seem unintuitive because 65 is observed by no
one and is independent of everything in the game, yet, nature’s supporting perturbation leads
both players to believe that observing ; = —1 informs them that #, = —1 (player 1 observes
0, = —1 directly; player 2 infers from 1’s perturbed strategy that 8, = —1 when she observes

x = 1). Thus, the perturbations of nature that support perfect conditional e-equilibria can

34The two examples considered here are infinite games. Perturbations of nature can also have dramatic
effects in non-standard finite games, i.e., finite games in which some of nature’s states have prior probability
zero. This is because, when states with prior-probability zero receive positive probability in some perturba-
tion, they suddenly become “possible” and therefore can explain events that could otherwise be explained
only through a deviation by some player. See the discussion following Example 6.1 as well as Section 4.8 in
Myerson (1991).

35Here and in the next example, the notation [c] denotes the probability measure that puts probability 1
on the action c.

36In contrast, because full conditional e-equilibrium does not require nature-perturbations, the only full
conditional e-equilibrium outcome in the limit as ¢ — 0, is (1, 1).
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influence the informational content of nature’s states in important, but perhaps unintended,
ways.

When the game specifies that § = (0, 6,) is uniform on [—1,3] x [—1, 3], the modeler
might intend for this to mean that neither one of nature’s two coordinates, 6, and 65, can
ever be informative about the other, even in zero-probability events. But, formally, the joint
distribution only determines the distribution of, say 0, conditional on 6, for almost every
value of 0. In particular, the distribution of #5 conditional on #; = —1 can be defined
to assign all mass to 3 = —1, as in the perturbation of nature in the present example.’”
The perturbations of nature in perfect conditional e-equilibria fill in these indeterminacies
that are present in, but are irrelevant for, standard probability theory. But because the way
these indeterminacies are filled in can be crucial in a game-theoretic context, we may wish
to better control how they are resolved. For example, the unintuitive equilibrium above can
be eliminated if 6, and 6, are perturbed independently. See Section 8 for a general class
of such restricted nature perturbations. Alternatively, we could apply the concept of full
conditional e-equilibrium from Section 5, which would exclude the perverse equilibrium for

this example and the next one.

Example 7.2 Unintuitive consequences of large perturbations of nature even with small

probability.

e On date 1, nature chooses 0 = (61,05) € [0,1]2. With probability 1/2, the coordinates are
independent and uniform on [0, 1], and with probability 1/2 the coordinates are equal and
uniform on [0, 1].

e On date 2, player 1 observes s;5 = 1 and chooses x € {—1,1}.

e On date 3, player 2 observes s93 = x and chooses y € {—1, 1}.

e Payoffs are: u; = zy, and uy = y(1/3 + 05 — 04).

Thus, player 2 should choose y = 1 if she expects 02 — 0; to be greater than —1/3 and
she should choose y = —1 otherwise. Player 1 wants to choose an action that player 2 will
match.

Since for almost every 61, 05 is equally likely to be equal to 6; (in which case 65 — 6; = 0)

as to be uniform on [0, 1] (in which case E(fy — 0,]61) = 1/2 — 6,), player 2 should expect

3TNotice that this would not be true if 8, were chosen after ;. Then, the distribution of 85 would be
specified by nature’s transition probability function for any possible value of 6;. In this case, the game model
could specify that 02 is uniform on [—1, 3] for every possible 61, which would eliminate the problem in this
example. However, even then, the same problem would arise in a modified example with two additional
players, 3 and 4, who, separately from players 1 and 2, play the same game, with player 3 playing the role of
player 1 and player 4 playing the role of player 2, and where the roles of 6; and 5 are reversed, i.e., player 3
observes 5, and player 4’s payoff depends on 6;. In this modified game, the problem cannot be eliminated
by specifying the temporal order in which #; and 6> occur because each would have to occur before the
other. But the refinements introduced in Sections 8 and 5 can eliminate the problem even in this modified
example.
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0 — 01 to be no smaller than —1/4, regardless of 1’s strategy. So player 2 should choose
y=1.

Thus, it seems that all sensible equilibria involve strategies that give probability 1 to
(z,y) = (1,1).

But consider the strategy profile (bia,boz) where bio(01) = [—1] if 1 # 1, bi2(1) = [1],
and boz(z) = [—x].>® This profile gives probability 1 to (z,y) = (—1,1), and is supported in
a perfect conditional e-equilibrium by the perturbation of nature that does not perturb 65
but that with small positive probability perturbs the distribution of #; so that it is a mass
point on #; = 1. With this perturbation of nature it is conditionally rational for player 2 to
choose y = —1 when she observes x = 1 because she attributes this observation to #; being
a mass point on 1 and therefore expects the value of 65 — 61 to be —1/2.3° ¢

Once again, we have an unintuitive equilibrium that can result because the joint dis-
tribution of nature’s state coordinates determines the conditionals only almost everywhere.
This unintuitive equilibrium can be eliminated if nature’s states can be perturbed only to
nearby states so as to approximately maintain the informativeness of each coordinate 6, and
05 about the other (see the next section), or, if we apply the concept of full conditional

g-equilibrium from Section 5.

8 Augmenting a Game with a Net of Admissible Nature-

Perturbations

Unintuitive perfect conditional e-equilibria such as in Examples 7.1 and 7.2 can be eliminated
if we augment a game by including in its specification a net of admissible perturbations of
nature.

If {p*} is admissible for nature’s probability function p in the multi-stage game I', then
we say that a perfect conditional e-equilibrium b of T is compatible with {p®} iff there is net
{(b7,p")} of strategy profiles and nature-perturbations that is admissible for (b, p) such that
{p"} is a subnet of {p®} and, for each ~, b” is a conditional e-equilibrium of the game I'(p?).

For any multi-stage game I', its specified net of admissible nature-perturbations {p®}
should be thought of as an additional element in the structure of the game and that ex-
presses common knowledge aspects of how players update their beliefs about nature in zero-
probability events. No additional topological structure is needed to augment a game with an

admissible net of nature-perturbations. However, in most applications, the various spaces

38See footnote 35.
39In contrast, because full conditional e-equilibrium does not require nature-perturbations, the limit as
¢ — 0 of full conditional e-equilibria gives probability 1 to the action profile (x,y) = (1,1).
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come equipped with natural topologies. We next define canonical nets of admissible nature

perturbations that can be used in a wide variety of such applications.

8.1 Canonical Nets of Admissible Nature-Perturbations

We need to add something to the structure of the game because nature’s probability func-
tion p may not tell us enough about what information could be inferred from observing the
state of nature to be in some set that had probability 0. As Examples 7.1 and 7.2 demon-
strated, even when two random variables are independent according to the prior probability
distribution p, we may need some additional structure if we want to stipulate that even the
observation of a probability-0 event defined by one of these random variables would still
not convey any information about the other random variable. More generally, we may want
to express nature’s state at any date ¢ as being composed of several different coordinates
aot = (aoij)jes (for some index set J), so that we can stipulate that the inference from ob-
serving a probability-0 event that is defined by any one coordinate ag;; should not go beyond
the range of what could be inferred from any positive-probability events that are defined by
this random variable ag;.

We might also want to specify some partition on the possible values of any coordinate a;,
so that we can stipulate that the inference from an observation of ay; taking a value in any
partition element should not go beyond the range of what could be inferred from observing
apt; in positive-probability subsets of this partition element. Further, with a topology on the
set of possible values of ag:j, we may also want to specify that the players’ inferences from
the observation of a probability-0 value of ay;; must be a limit of what could be inferred from
observing ag:; to be in arbitrarily small positive-probability neighborhoods of this observed
value.

So let I" be any multi-stage game with probability function for nature p € 7. But suppose
that there is a finite index set, J with #.J > 1, such that, for any date ¢, nature’s set of date
t states is written as Ay = X ey Aoj, where each Ay is a separable metric space with its
Borel sigma algebra of measurable sets. Suppose also that, for each j € J there is a finite or
countably infinite partition Qo of Ay, into measurable sets, and denote by Qo;(ao;) the
element of Qy;; that contains ag; € Ao

With this structure, we can define a canonical net of nature-perturbations {p“} for p as
follows.?? Let Ay = x;<7Aq be nature’s state space. The index set for our net will be the
set, €, of all ordered pairs (n, F) such that n is any positive integer and F' is any nonempty

finite subset of Ay. This index set is a directed set when we partially order its elements by

10Different partitions, Qotj, will give different canonical nets. The possibility of controlling the perturba-
tions in the net by choosing particular partitions Qo;; can be useful, as in our proof of Theorem 9.3.
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saying that (n’, F”) is at least as large as (n, F') iff n’ > n and F’ O F. For any (n, F) € Q,
for any date ¢, and for any j € J, let Fy; be the projection of F' onto Agy;.

For any (n, F') € ), for any date t and for any j € J, define the transition probability
¢?j’F 0 Ao; — A(Ag ) so that, for every ag; € Agy, if no point in Fo; N Qorj(aor) is
within distance < of ag; then ¢;;?F({a0tj}|a0tj) = 1. Otherwise, qbZ-’F({aOthaOtj) =1—2 and
(;SZ-’F(-MOW) distributes the remaining probability 1 uniformly over the finite set of points in
Foi; N Qotj(agy) that are within distance % of ag;.

For any (n, F) € 2, define the perturbation of nature, p™!', as follows. For every date

t <T, for every a<; € Ay, and for every C' = Xc;C; € X e M(Agj),

P (Clac) = | Tiesoly (Clan)pidaacr). (8.1)
ot

The perturbation p™! works as follows. At each date ¢, and after any history a-, € A, a
provisional state ag; is first drawn according to nature’s date-t probability measure p;(-|a¢).
Then, independently for each coordinate j € J, the actual j-th coordinate of the date-t state
is drawn according to the distribution ¢$F(~|agtj), depending only on the j-th coordinate of
the provisional state.*!42

So for large (n,F) € Q, each perturbation p™! in a canonical net perturbs nature’s
coordinates independently to nearby values, and only rarely. Perturbing nature’s coordinates
independently and to nearby values ensures that observation of any coordinate value can
only convey information that could be available from events in small neighborhoods of that
value. Perturbing nature only rarely ensures that, at each date, the anticipation of future
perturbations of nature will not affect future expected values in the limit as n — oo and as

F expands to include all of nature’s states. We can state the following result. A proof is in
Myerson and Reny (2019).%3

Theorem 8.1 If {p™!'} is a canonical net of nature-perturbations, then {p™*} is admissible

for p.

41n particular, for each date ¢, pj"*'(-|-) is a Blackwell garbling of p.(-|-).

42By the definition of the (b?j’F mappings, for any ag; in the support of p**'(-|a<;) there is aj, in the
support of p;(-la<¢) such that ags; is within distance 1/n of a{)tj for each j. Consequently, any ag; outside
the support of p;(-la<;) is given probability zero by p/f (-la<) for all large enough n.

43 The idea of the proof is as follows. Since the support of a measure (i.e., the smallest closed set with
measure-zero complement) is well-defined in a separable metric space, for any date ¢ we can let C* =
{(aot, a<t) : aot is in the support of pi(- N Qot(aot)|a<t)}, where Qot(ao:) is the element of X ;csQo¢; that
contains ag;. Then, for any a<; € A<y, pi(CL_, la<t) = 1, where Cf,_, is the slice of C* through a;. Moreover,
for any ao; € Cf,_,, and for any (n, F') € Q with ag; € F, (8.1) implies that " ({@g Y a<) > 0 because there
is a small enough open set U containing ag; such that HjequZ-’F({dOtHaOt) > 0 for every ag: € U N Qot(aor)
and p; (U N Qo¢(Got)|a<t) > 0 (the latter since do; € C_ is in the support of ps(- N Qoz(dot)|a<t)).

a<t
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To eliminate the unintuitive perfect conditional equilibria in example 7.1, we should set
J = {1,2} and let Ag;; = Api2 = [—1,3]. Then 0 = (01,05) € Ap11 X Api2, and in any
perturbation of nature from the canonical net, the coordinates 6, and 0, of nature’s state
0 will be perturbed independently. Moreover, in any perturbation from the canonical net
in which some state 6 = (6, 0,) receives positive probability, the conditional distribution of
0, given 0, = 0, will be uniformly close to a uniform distribution on [—1, 3]. Consequently,
with this specification of the coordinates of nature, the unintuitive equilibrium fails to be
a perfect conditional e-equilibrium that is compatible with the canonical net of nature-
perturbations. For finite games with a discrete topology on chance moves, there would be
a positive distance between any two alternative moves by nature, and so every canonical
net of nature-perturbations is eventually (in the net) constant and equal to nature’s original
probability function. So compatibility with the canonical net effectively rules out any nature-

perturbation at all.

9 Regular Projective Games

In this section we introduce a large class of games — regular projective games — for which we
can prove the existence of a perfect conditional e-equilibrium which has full support and is

compatible with the canonical net of nature perturbations, for any ¢ > 0.

Definition 9.1 LetI"' = (I,T,5, A, M, ®,p,0,u) be a multi-stage game. ThenT is a reqular
projective game iff there is a finite index set J and, for all (n,r,j) € I* x T x J there are

sets Ap,; such that, for every it € L,
R.1. Ait = XjGJAitj7 @it(sit) = A'L’t for every S; € S@'t, and A()t = XjGJAOth

R.2. if t > 1, then there is a nonempty set M;; C I* x {1,...,t — 1} x J such that
Sit € XprjemyAnrj and oy(ac) = (Anrj)nrjem, Ya<i € A<y is a projection map; that

is, i’s signal at date t > 1 is just a list of state coordinates and action coordinates from

dates up to t, (define M;; = () and recall that S; = {0} in a multi-stage game)

R.3. A;;; and Ay are nonempty compact metric spaces Vj € J, and all product spaces are
given their product topologies, all subspaces are given their relative topologies, and

the measurable subsets of all spaces are their Borel subsets,
R.4. u; : A — R is continuous,

R.5. nature’s date-t probability function satisfies p;(Cla<) = [, fi(aot|a<)[ X jespor;](dao)
VC € M(Aw), Yacy € Ay, where Poij € A(Aoj) has full support Vj € J, and where
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fi = Aot X A<y — [0, 00) is continuous and the subset of Ay, X A~ on which f; is strictly

positive is closed.

If T satisfies R.1 and R.2, we may say that I" is a projective game or a game with projected

signals.

Remark 9.2 (1) One can always reduce the cardinality of J to (T +1)#! or less by grouping,
for any it € L*, the variables {a;;};e; according to the #I-vector of dates at which the
players observe them, if ever.

(2) Since distinct players can observe the same aq;, nature’s probability function in a
regular projective multi-stage game need not satisfy the information diffuseness assumption
of Milgrom-Weber (1985). Nevertheless, the form of p; assumed in R.5 of Definition 9.1 is
reminiscent of the Milgrom-Weber assumption, and a recent counterexample to the existence
of an (ex-ante) e-Nash equilibrium in a Bayesian game due to Simon and Tomkowicz (2017)
shows that some such assumption is necessary for the existence of even a conditional &-
equilibrium.

(3) Continuity of f; implies that the subset of Ay X A<, on which f; is strictly positive is
open. Hence, condition R.5 implies that points of zero density are topologically isolated from
points of strictly positive density. This is a restrictive condition, but it is always true for
finite games with the discrete topology and for games with each f; strictly positive. Without
a condition of this kind, likelihood ratios can become unbounded in ways that our proof

technique cannot handle.
Examples of regular projective games include the following.

1. All Finite multi-stage games. Any finite multi-stage game (i.e., finite state, action,
and signal sets endowed with their discrete topologies) can be modeled as a regular

projective game simply by letting each player’s signal be a coordinate of the state.

2. Compact and Continuous Multi-Stage Games. The following compact and con-
tinuous games (i.e., all state, action and signals sets are compact metric spaces, payoff
functions are continuous, nature moves only on date 1 with a date-1 probability func-
tion that is absolutely continuous with respect to the product of its marginals and with

a continuous and positive Radon-Nikodym derivative) are regular projective games.

(i) Bayesian games. In an N-player Bayesian game (Harsanyi model), there are two
dates. On date 1, nature chooses a state vector with N coordinates. On date 2, each
player i observes only the i-th coordinate of nature’s date 1 state and chooses a feasible

action. Payoffs can depend on all actions and on nature’s state vector.
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(ii) Finite-Horizon Multi-Stage Games with Observed Actions. In an N-player
T-stage game with observed actions, all players have perfect recall. On date 1, nature
chooses a state vector with N coordinates. On date 2, each player ¢ observes only the
i-th coordinate of nature’s date 1 state and chooses a feasible action. On any date
t € {3,...,T}, player i observes the actions taken by all players on the previous date
and then chooses a feasible action. Payoffs can depend on all actions taken by all

players on all dates and on nature’s date-1 state vector.

(iii) Signaling Games. In a signaling game, there are three dates. On date 1, nature
chooses a state. On date 2, player 1 (the “sender”) observes nature’s date-1 state
and chooses a feasible (“message”). On date 3, player 2 (the “receiver”) observes the
action chosen by player 1 and then chooses a feasible action. Payoffs can depend on

the actions of both players and on nature’s state.

3. Stochastic Games. Any finite-horizon stochastic game (which includes all finitely-
repeated games) in which nature’s transition probability depends on the history only
through a continuous and positive conditional density function. (We can take #.J = 1

since players observe the entire past history on each date.)

9.1 Existence

We can now state our main existence result, whose proof is in Section 11. It states that,
in regular projective games, for every € > 0 there is strategy profile that is a perfect condi-
tional e-equilibrium, and that, in addition, has full support (and so by Remark 9.4 is a full

conditional e-equilibrium) and is compatible with a canonical net of nature perturbations.

Theorem 9.3 Let I' be a regular projective game. Then for any ¢ > 0, ' has a perfect
conditional e-equilibrium that has full support and that is compatible with a canonical net

of nature-perturbations.

Remark 9.4 By Theorem 6.10 and Theorem 9.3, every regular projective game has a sub-
game perfect e-equilibrium for every e > 0.** By Theorem 6.9 and Theorem 9.3, every regular

projective game has a full conditional e-equilibrium.
An immediate consequence of Theorem 9.3 and Theorem 6.7 is the following.

Theorem 9.5 Every regular projective game I' has a perfect conditional equilibrium distri-

bution .

44Gee Chakrabarti (1999) for an existence result concerning a related concept, subgame perfect approximate
equilibria, for a different class of games.
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10 Conclusion

In order to ensure that all off-path behavior (outside a negligible set) is rational in an infinite
game, we have been led to perturb not only the players’ strategies (as in KW), but to perturb
nature’s probability function as well. Although the effects of nature’s perturbations can
sometimes seem unintuitive, the strategy profiles that arise as perfect conditional e-equilibria
satisfy two fundamental properties. For any finite set of outcomes in the game (outside a
negligible set) (i) (finite consistency) all players can agree on a common perturbation of
nature’s probability function and on a common perturbation of the players’ equilibrium
strategies that together give positive probability to — and so can explain the occurrence of —
any of those outcomes, and (ii) (conditional e-optimality) if any player were ever to observe
a signal on the path to any of those outcomes, then the common explanation of the outcomes
that generate that signal would make his equilibrium continuation behavior given that signal
g-optimal.

In a topological approach to the problem of rationality in extensive form games, it is
natural to consider conditional e-equilibria that have full support (with the given topologies).
This full conditional e-equilibrium concept is attractive because it does not require any
perturbations of nature. However, as we have seen (Example 5.3), to obtain properties like
subgame perfection, we need to consider nets of perturbations of the players’ strategies and
of nature’s probability function, as in our perfectness concept.

In standard finite games, the sets of conditional e-equilibria with full support and perfect
conditional e-equilibria are essentially equivalent, and their limits yield the set of sequential
equilibrium strategy profiles.* The fact that this coincidence of perfectness and fullness does
not extend to infinite games is a basic reason why it has been so difficult to define sequential
equilibria for infinite games. An uncountable infinity of outcomes cannot all get positive
probability from one strategy profile, and so one must either let the strategy profile satisfy a
weaker topological condition of full support, or one must consider a net of perturbations of
the players’ strategies and of nature that can test rationality in all events but may yield only
finite additivity in the limit. We have emphasized the latter approach as a general solution,

but both approaches may be worth considering in particular applications.

45 Specifically, let T’ be any standard finite multi-stage game. Any full conditional e-equilibrium (with the
discrete topology on the finite A;;) of T' is a perfect conditional e-equilibrium. Conversely, if b is a perfect
conditional e-equilibrium of T, then for all > 0 and for all ¢ > ¢, there is a full conditional &’-equilibrium
b with ||b' — b|| < 4.
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11 Proof of Theorem 9.3.

Outline.

The proof is broken into four parts. Part 1 constructs a sufficiently fine finite partition
of the space of outcomes. Part 2 uses the finite partition from part 1 to define a finite
approximating game played by agents it € L, and fixes one of its Nash equilibria, a full-
support strategy profile b in the original infinite game. Part 3 constructs a net {(b%, p*)} of
strategy profiles and nature- perturbations that is admissible for p where the net of nature-
perturbations is canonical. Part 4 shows that every strategy profile b in the net is a perfect
conditional e-equilibrium in perturbed game I'(p®). Altogether, these steps show that the
full-support strategy profile b is a perfect conditional e-equilibrium of I' that is compatible

with a canonical perturbation of nature.

Preliminaries.

Recall that in any multi-stage game, S;; = Aoy = {0} for every i € I. So a-y = () for any
a € A.

The set of Borel subsets of any metric space X will be denoted by B(X).

Let T" be a regular projective game, i.e., I' satisfies the conditions R.1-R.5 of Definition
9.1, henceforth simply R.1-R.5.

Henceforth, we will write itj for any (it,j) € L* x J.

For any itj € L* x J, and for any a;; € Ay, let Bs(ai;) denote the d-ball centered at
a;itj (Aitj is a metric space by R.3).

If X, is any subset of A;;; for each itj € L* x J and if K is any subset of L* x J, then
let X = Xitjex Xij, and let ax = (a;j)ijex denote a typical element of X.

Recall by R.2 that for every it € L, the subset M, of I* x {1,....,t — 1} x J is the set of
history-coordinates that player i observes at date t. Hence, 04(a<;) = ayy,, for every a € A,
and S;; = Ay, Throughout the proof we will often denote player i’s set of signals by Ay,
and we will often denote a typical signal for player 7 at date ¢ by an,, € An,,. By convention,
we define Ay = {0}, ag = 0, and M;; = ) for every i € I.

Let py = (poy;---» Por), Where, for each date t, py, = Xjcspy; is the product carrying
measure for nature’s date ¢ state as specified in R.5. Then p, is an element of 7, the set of
alternative probability functions for nature in the game I'.

If¢: X —A(Y)and k: Y — A(Y) are any pair of transition probabilities, then define
the transition probability (xx : X — A(Y) so that for every x € X, and for every measurable
subset C' of Y,

(¢ #K](Cla) = /Y #(Cly)C(dyl). (1L.1)

Fix any positive real number ¢ for the remainder of the proof. The steps below establish
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the existence of a strategy profile with full support that is a perfect conditional e-equilibrium

of I' that is compatible with a canonical net of nature-perturbations..

Part 1. (construct a sufficiently fine finite partition of the space of outcomes)

We shall construct a finite partition of the space of outcomes so that, within each element
of the partition, the players’ utilities have sufficiently small variation and so that nature’s
density function has bounded relative likelihoods on each partition element that can have
positive probability.

Since in a multi-stage game each u; is bounded, we may choose m > 0 so that

maﬁ(ui(a) —u(ad)) <m, Viel. (11.2)
a,a’ €
The set of outcomes in the regular projective game I' is the product set A = X;jer«xsAit;-

For every a € A, define

f(CL) = HrSTfr<a0r|a<r>7 (113)
define
) fla), if f(a) >0
g(a) = { L it fa) =0, (11.4)
define
) if fla) >0
ila) = { 0, if f(a)=0. (11.5)
and define
H{(a) = Wicrpo,({ag, € Aot : filagla<e) > 0}). (11.6)
Consequently, for every a € A,
f(a) = g(a)h(a). (11.7)

Since f; is continuous and somewhere positive on the compact set Ag; x A, it achieves

a maximum, m; > 0 say, on Ay x A~;. Hence, for any a-; € A,

poc({ag; € Aot : filaglacy) >0} = Pot(daoy)

/{aOtGAOt :fe(agyla<e)>0}
ft a0t|a<t
> [HE ()

= 1/my
> 0. (11.8)

Consequently, H(a) is bounded away from zero for a € A. Notice also that, being a product
of probabilities, H(a) <1 for a € A.
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Since, by R.5, the set of outcomes on which f is strictly positive is closed, and since, by
continuity, the set of outcomes on which f is zero is closed, g is continuous on A. Since g is
strictly positive, it therefore achieves a positive minimum on the compact set A. So because
H is positive and bounded away from zero on A, we may choose A € (0,1) and v > 0 so
that,

27+ (1 — (1= N)T#ENym < ¢ (gggg(a)H(Q)) : (11.9)

For any nonempty sets Xi,..., Xx and for any partitions P; of Xy, ..., Px of Xk, let
P ® ... ® Px denote the (product) partition of X; X ... x Xk defined by P; ® ... ® P =
{E1 X ... X Eg : B}, € Py, Vk}.

We claim that we may choose a finite product partition, () = ®jtjerxsQi; of A, composed
of Borel measurable partitions @;;; of A;; Vitj € L* x J such that for any a,a’ € A in the

same element of the partition (),
|u;(a)g(a) — u;(a’)g(a’)| < ~, for every player i € I, and (11.10)

fi(aot|la<t) > 0 < filag|a’,) > 0, for every date t. (11.11)

Let us justify this claim. For each i € I, u;g is continuous on the compact set A and
so u;g is uniformly continuous on A. The compactness of the A;; sets ensures that, for any
positive diameter, we can partition each A;; into finitely many measurable sets each with
that diameter or less. If that diameter is sufficiently small, then the uniform continuity of u;g
on A implies that (11.10) will be satisfied. To see that (11.11) must also be satisfied for some
sufficiently small diameter, notice that otherwise there would be a date ¢ and two sequences
of points in Ay; X A-; that approach one another such that along one of the sequences f; is
strictly positive and along the other f; is zero. By compactness, we may assume that both
sequences converge, and hence they converge to the same point. But the assumption that f;
is strictly positive on a closed set would then imply that f; is strictly positive at the limit
point, and the fact (by continuity) that f; is zero on a closed set would imply that f; is zero
at the limit point, yielding a contradiction and establishing the claim.

For any itj € L* x J and for any a;; € Ai;, let Qi;(a;;) denote the element of the
partition );;; that contains a;;, and let Q;; = ®;e;Qi; be the finite partition of A; that is
generated by the partitions Q;;, j € J. We henceforth assume that Q) = Qjcr+ <7, jesQit)
satisfies (11.10) and (11.11).

Part 2. (define a finite approximating game played by agents it € L and fix one of its

equilibria)
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For each it € L, and for each j € J, let us choose v;;; € A(A;;) so that for each element
of the finite partition @);; of A, vit; gives positive probability to every point in a dense
subset of that partition element. Such a v;; exists since, by R.3, A;;; is a compact metric
space and therefore every partition element has a countable dense subset, to each element of
which v;; can give positive probability. In particular, v;; gives positive probability to every
open subset of A;;. For each it € L, let v;; denote the history-independent strategy in B,
in which player ¢ at date ¢ chooses from A;; according to the product probability x ;e vt
regardless of the date-t signal that he observes.

Given the A > 0 chosen in (11.9), for every itj € L x J define the transition probability
Aitj 0 Ay — A(Ayy) as follows. For any a;; € Ay and for any D € B(Ayi;),

Aitj(Dlai;) = (1 = Nvigj(D]Qitj(airs)) + Avigi (D),

where vt (D|Qitj(ait;) = Vit (DNQitj(@it;)) [ Vit (Qitj(@it;)) is the conditional v;;-probability
of D given Q;ij(ait;). (Recall that v;;(Qij(ai;)) > 0 for every a;; € Ayyy.) So for any a;; €
Aitj, Nitj(-laij) chooses an element from A;;; according to vu;(+|Qij(aiw;)) with probability
1 — A and according to v;; with probability A.

Then (see (11.1)), for any by € By, b * Ayt is the date-t strategy for player ¢ that, given
any signal ay,, € Ayy,, first chooses a provisional a; € A;; according to by (-|aay, ), and then,
independently for each coordinate j, chooses the actual coordinate-j action according to
Viti(+|Qitj(air;)) with probability 1 — A and according to v;;; with probability A. In particular,
because there is positive probability that all of the coordinate-j actions are chosen according
to v, bir ¥ Ay gives positive probability to each element of the finite partition @ of Aj;
and gives positive probability to every open subset of A;;, no matter what signal player @
observes at date ¢. This last fact implies that, for any b € B, the strategy profile (b;; * Aj)ier
has full support in the game T

Define the probability function for nature p = (p1,...,pr) € 7 so that for every date t,
for every a-y € A4, and for every D € B(Agy),

5 (Dlay) — PulD 0 {0 flalazy) > 0}) 112)

por({aor = fi(aot|a<t) > 0})

where the denominator is strictly positive by (11.8).

There are two important facts to note about p. First, p,(D|-) is measurable with respect to
the product partition @) (and so, in particular, p; : A<y — A(Ag) is a transition probability).
Indeed, if ¢/, a” € A are in the same element of @), then by (11.11), {ao: : fi(aot|a’,) > 0} =
{aot : fi(aola”,) > 0} and so py(D|a’,) = pr(Dla”,). (This same argument implies also that
H(d') = H(a"), i.e., that H is -measurable, a fact that we will use below.) Second, given

36



the probability function p, and after any date-t history a.;, the distribution of nature’s
date t state conditional on any positive probability element gy = Xjcsqo; € Ao of the
partition Qo = ®;e;Qu; is given by the history-independent product measure py,(-|qo:) =
X jesPot; (|qot;); where pg,(-|go;) denotes the conditional of py, given qo; = Xjesqory, and
similarly for pg;(-|qo;). This is because, if p;(qot|a<;) > 0, then by (11.11) goy € {ao; :
fi(aotla<t) > 0} and so (11.12) implies that p;(DNqot|a<t)/Pe(qot|a<t) = por(DNqot)/ por(qot)-

Let £ : A — A be measurable with respect to @ (i.e., constant on each partition element)
and such that, for every a € A, {(a) is in the same element of the partition Q) as a.

For every i € I, and for every a € A, define v;(a) = u;(a)g(a)H(a).

Let the game I'yo¢(p) be identical to I" except that, for each i € I, player ¢’s payoff function
is v;(&(a)) = ui(€(a))g(é(a))H(E(a)) instead of u;(a), and nature’s probability function is p
instead of p.

Notice that H({(a)) = H(a) because, as observed in the paragraph following (11.12), H
is Q-measurable. Consequently, because 0 < H < 1, (11.10) implies that for every a € A,

[ui(§(a))g(€(a)) H(E(a)) — wila)g(a)H(a)| <7, for every player i € I. (11.13)

For each itj € L x J, select precisely one action from each element of the partition (), of
A;; and let the finite set of all of the selected actions be denoted by C_’itj. Let C;; = X je ]C_’itj.
Let T'yoe A (P) denote the agent normal form of I',o¢(p) in which each dated player it € L
is a separate agent and is restricted to strategies b; € B;; of the form b; = by % Ay for some

bis € B;; that is measurable with respect to ) and that assigns probability 1 to the finite set
Cis.

For any strategy b;; that is feasible for an agent it in I',o¢ A (D), and for any ¢;; = (qit;)jes €
Qit, the conditional distribution of b; given g;; is the product measure X jecjvi;(-|git;). So
the coordinates of it’s actions are always chosen conditionally independently. Also, for any
signal ayg,, € Apy,,, the probability measure by (-|aas,) chooses an action in A;; according to
ILjcjvi; with probability at least M7 > 0. Consequently, every strategy profile b € B that
is feasible in I'yoe o (P) has full support in the original game T".

The @-measurability condition means that for any nrj € L* x J and for any signal
coordinate a,,; € A,,; that a player observes in the original (regular projective) infinite
game, he observes (can condition on) in I'yee s (P) only the partition element in @),,; that
contains ay,,;. Hence, in I'yo¢ o(p), for any date ¢ > 1, a signal w;; for agent it € L is any
X i My Qrrjs Where Gupj € Qurj Ynrj € My % Let Wi, denote the finite set of it’s signals in
the game I'yog o (P). Then Wi = ®prjenr,, @nrj is a finite partition of player i’s date-t signal

space Ay, in the original infinite game I

40For ¢t = 1, agent it’s signal in the game I'yo¢ A (P) is always equal to the null signal, 0.
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Together, the measurability condition and the fact that the support of each agent’s
strategy in I'yoe 4 (P) is always a subset of a fixed finite set of actions, imply that I'yoe A (p) is
a finite game.

Let b € B be a Nash equilibrium of the finite game I'yo¢ o (p) played by agents it € L.
Then, in particular, b is of the form (Ezt % Nit)irer, for some be B, and b is a full-support

strategy profile in the original game I'.

The remainder of the proof will establish that the full-support strategy profile bisa perfect

conditional e-equilibrium of I' that is compatible with a canonical net of perturbations.

Part 3. (define a net {(b%, p*)} that is admissible for (b, p), and where {p} is a subnet of
a canonical net for p given the partition Q) = ®¢<1 jesQot; of Xi<r jesAotj)

The index set for our net will be the set, €, of all ordered pairs (n, F') such that n is
any positive integer and F' is any nonempty finite subset A. This index set is a directed set
when we partially ordered its elements by saying that (n’, F") is at least as large as (n, F') iff
n’ >n and F' D F. For any (n, F') € Q, and for any itj € L*, let Fj; be the projection of F

onto Aj;.

n,F
it]

For any index (n, F') € Q, and for any itj € L* x J, define the transition probability ¢
A — A(Aj;) so that, for every a;; € Ay, if no point in Fjy; N Quj(ai;) is within distance
L of ay; then gbg’f({aitj}mitj) = 1. Otherwise, gbg’f({aitj}mitj) = 1— < and ¢Z}F(-|aitj)
distributes the remaining probability % uniformly over the finite set of points in Fj;; N
Qitj(ao;) that are within distance % of ag;.

For any index (n, F') and for any it € L*, define the transition probability ¢Z;F Ay —
A(A;) so that for every C' = X ;0 € XegM(Ay;), and for every a; € Ay, ¢Z’F(C|az~t) =
Wjesdf; (Cjlay).

Define a net of strategy profiles and nature perturbations {(b™%, p™¥)} as follows. For
every index (n, F)) € Q and for every it € L, define bjy" = l;it*gbZ’F and define pi"" = pyxop”.
Then (see Section 8.1), {p™* }(, r)eq is a subnet of a canonical net of perturbations of p and
s0, by Theorem 8.1, {p™'} is admissible for p.*” We next show that {b™"}(, r)eq is admissible
for b, from which we can conclude that {(b™F,p™)} is admissible for (b, p).

. F_3 F
Since byy" = by, , we have

-
0 since lim(, ;yn = +o00. Fix any it € L, fix any s; € Sy, and fix any a; € ®y(sy). To
show that {b™F} is admissible for b, we must show that there is an index (7, F') such that
V7" (ai]sy) > 0 for every (n, F) € Q such that n > 7 and F O F. Choose (7, F) so that a;; €
Fitj for every j € J. and let (n, F) be any index such that n > 7 and F' O F. Hence, ity € Fiyj

bt — I;” < & for every index (n, F) and so limg, f)

4TFor any (n, F) € Q, let Fy be the projection of F' onto nature’s states x;<7Ag:. The net {p™¥'} defined
here is a subnet of the canonical net because p™" is equal to the canonical perturbation of nature defined
in Section 8.1 for the canonical index (n, Fp).
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for every j € J. Also, gzﬁﬁf({aitj}m;tj) > 0 for any aj,; € Qy;(ai;) that is within distance < of
a;j. But since the product measure X e jv;; is absolutely continuous with respect to b (-|si)
(by the definition of Bit), and since each v;; gives positive probability to each action in a dense
subset of Qitj(ait;), l;it('|sit) gives positive probability to every action in a dense subset of
X jesQitj(aitj). In particular, [;z‘t<'|5it) gives positive probability to some ag, € X je Qi (ait;)
such that for every j € J, a’Otj € Qit;j(ag:) is within distance % of agj, which implies that
e (an;}apy) > 0. Since 83" ({ansi) > Tiesdls (o Hayy b ({}sir). we may
conclude that b%" ({ag:}|si) > 0, as desired. Hence, {b"F} is admissible for b.
Having established that {(b™%, p™F)} is admissible for (b, p), where {p™'} is a subnet of
a canonical net for p, let us note an important property of each b™%. For every it € L, for
every a;; € Ay, and for every g;; € Qy, ¢Z’F(qit|a¢t) is equal to 1 if a;; € ¢;; and is equal to 0
otherwise. Therefore,
0" (@ulas,) = biaelan, ). (11.14)

So no matter what signal ay, is observed by agent it, bjy" (-|ar,,) generates the same

distribution over the elements of the finite partition Qg as does by(:|ays, ).

Part 4 (show that for each index (n,F) € Q, b™ is a conditional e-equilibrium of the
perturbed game I'(p™1"))

To simplify the notation, we use « to denote a typical element (n, F') of the directed
index set  constructed in Part 3 above. So the net {(b™, p™*)}(, pjeq constructed in Part
3 will be denoted by {(b%, p*)}acq for the remainder of the proof.

In this part of the proof it will be useful to make explicit the dependence of the outcome
distribution and of the players’ expected utilities on the probability function for nature that
is in effect. For example, P(-|b;p®) is the probability distribution over outcomes under the
strategy profile b in the game I'(p®), i.e., in the game I' when nature’s probability function
is p* € 7 instead of p.

Fix any index o € Q, fix any it € L, fix any measurable Z C A, such that P, (Z|b%; p®) >
0 and fix any date-t continuation ¢; of 0. To complete the final step of the proof we must
show that,

Ui(ci, 02,1 Z;p*) < U (0% Z; p) + €. (11.15)

Recall that W, is a finite partition of S;; and the elements of W, are the signals for agent
it in the finite approximating game I',oe A(p). Without loss of generality, we may assume
that there is w;; € Wy, such that Z C w;, (since otherwise we could consider separately each
Z Nwy that has positive probability in I'(p®) under b*, where w;; varies over all elements of
the finite partition W;,).

If 7 € T is any perturbation of nature, define 7% ¢g € 7 to be the perturbation of nature
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such that, for every date t < T,

[T % @5l = T4 * &
Then, we may define p* € 7 by,

= p* L. (11.16)

Hence, for any date t, p : A.y — A(Ag) is a transition probability that, like p;, is measurable
with respect to @) (see the paragraph following (11.12)).

Because f = gh, and by the definition of p in (11.12), we have that for every b € B, and
for every C' € B(A),

P(Clb;p*) = P(Clb;p*¢)
- /f P(dalb; po * ¢7)
_ /C (a)h(a) P(dalb; pg * 65)
- /Cg(a)H(a) (Zﬁ))) P(dalb; py * ¢5)
_ /C g(a)H (a) P(dalb; f  67)
- [ stn@Ppa ), (11.17)

where the fourth equality follows because H(a) > 0 for every a € A, and the fifth equality
follows because, for every C' € B(A),

P(Clbs* 67) = / (h(a)/H(a)) P(dalb; po * 62).
Therefore, for any b € B and for any C' € B(A),
/ wi(a) P(dalb; p°) = / ui(a)g(a) H (a) P(da]b; 5°) (11.18)
C C

Because ¢; and 0§ agree on dates before ¢t and because date-t signal event probabilities
depend only on the player’s strategies on dates before t, Py (Z|(c;, b*,);p%) = Pu(Z|b%; p®).
So, because v;(a) = u;(a)g(a)H(a), (11.18) gives,*®

48 Notice that, by (11.17), P(:|b; p) is absolutely continuous with respect to P(-|b;p*) for any b € B. So
in particular, P;(Z]b%;p®) > 0 implies P;:(Z|b%;p*) > 0.
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f{a:aMiteZ} ui(a)P(dal(c;, 02,); p%)
Pa(Z]b%; p*)

Jtaars, ezy vi(@) P(dal(ci, 2, °) p,(Z|pe; o)
Pu(Z|b>; p*) Py(Z|b; p*)

Ui(Ci, bZ’Z;pa)

_ </ vi(a)P(dalZ, (ci,bg);ﬁa)> %. (11.19)

By (11.13) and because {{(a) : a € ¢} C q for every ¢ € @), we may bound the integral
in parentheses on the right-hand side of (11.19) as follows:

/ vi(a) P(da| Z, (c:, 1% ): %) < / vi(€(a)) P(dalZ, (e, b2): 5%) + 7. (11.20)

Also, by (11.17), we may bound the ratio of probabilities Py (Z|b%;p*)/Py(Z|b%; p®) on
the right-hand side of (11.19) as follows:

M . f{a:aMiteZ} P(d&|ba;]5a)
Py (Z]b>; p*) f{aiaMitGZ} g(a)H (a)P(da|b™; p*)
< f{a:aMiteZ} P(da|ba;ﬁa)
< f{a:aM,-tEZ} (infuea g(a)H(a)) P(da|b>; p)
1
= . 11.21
inf,ca g(a)H(a) ( )

(Recall from Part 1 above that inf,c4 g(a)H (a) > 0.)

We next adjust the deviation ¢; so that it becomes measurable with respect to ), without
changing the value of the integral on the right-hand side of (11.20). This is possible because
v; 0&, b%, and p* are all measurable with respect to () and so any achievable expected value
of v; o & by i, is achievable with a strategy for ¢ that is ()-measurable.

For any nr € L, recall from Part 3 above that the finite subset C,, of A,, contains
precisely one action from each element of the finite partition @), of A,,, and that for any
Unr € Appy Qur(apy) is the element of @, that contains a,,..

For any date r > ¢, recall from Section 3 the perfect recall map U, : S; — Sz in I'.6 of
the definition of a multi-stage game. When r = ¢, define ¥, : S;;, — Si to be the identity
map.

Define the strategy ¢; € B; as follows. For any date r < t, let &, = ¢; (= b.). For

any date r > t, for any w;, € Wj,, for any ay, € wy,, and for any a;. € Cy, if Py(wi 0

41



‘I’_I(Z)K% b,); %) > 0, then let

irt
Cir({ai }ans, ) = /Cir(Qir(air)|5ir)Pir(d$ir|wir N, (2), (e, 0%,); 5%), (11.22)
but if Py, (wi, NV, (Z2)|(c,b%,); 5*) = 0, then let &, ({ai }ans,, ) = 1/(#Ci,).

For each date r > t, ¢;. € B;, is measurable with respect to (), and, for each w;. € W,
and for each ay;, € wir, Gir(Cirlans,) = 1. Consequently, ¢, * A;, is feasible for agent ir
in the finite game I'yoe 4 (P). Moreover, (11.22) implies that for every date r > ¢, for every
w;r € Wy, such that Py (wg, N, HZ)|(c;, b%,); %) > 0, and for every ¢, € Q4.

wrt

6ir(qir|wir) == /Cir(qir|SiT)Pir(dSir|wir N @7;%(2)7 (Ci7 bgi);ﬁa% (1123)

and so ¢;, conditional on w;, induces the same distribution over the elements of ();. as does
¢;» conditional on w;, and Z.

In the game T',oe(p*) and under the strategy profile b*, for each date r and for any
n € I* (n may be a player or nature), the distribution of the j-th coordinate of n’s date-r
action/state conditional on any element ¢,,; of the finite partition @,,; of A,,;, is indepen-
dent of any of the other coordinates of n’s date-r action and is independent of the date-r
history (for n = 0, see the paragraph following (11.12)). Consequently, because b* and p*
are measurable with respect to (), the occurrence of Z and the occurrence of any q € () are

independent events conditional on w;;. Therefore, because Z C wy,
P(q|Z,b%; p%) = P(q|wi, b%; p*) for every q € Q. (11.24)

In particular, Poy(q<¢|Z,b%; %) = P—i(q<¢|wi, b*; p*) for every element g, of the finite par-
tition Q<t = @nrjersxJr<t@nrj of A<t. Therefore, since changing i’s behavior at dates r > ¢

does not affect the probability of any date-t history event,

Po(q| Z, (¢i,0%); %) = Pet(qet|wir, (G, 0%;); p*) for every g € Q. (11.25)
A consequence of (11.25), of (11.23) for r > ¢, and of the (-measurability of ¢, b5, and

p& for all j # ¢ and all r > ¢ is that,
P(q|Z, (¢;,b,); p%) = P(q|lwy, (¢;,0%,); p%), for every ¢ € Q. (11.26)

42



Therefore, since v;({(a)) is measurable with respect to @,
/vi(f(a))P(dMZ, (i, b%); P%) = /vi(ﬁ(a))P(daWit,(Ei,bﬁi);ﬁo‘)- (11.27)

Recall that b € B is a Nash equilibrium of the agent normal form game I',o¢ 4 (P) played
by agents in L. For every date r < T, b is a feasible strategy for agent ir in the game
Lyog A (D)-

Define ¢; € B; as follows. For each date r < t, let ¢;,. = l;ir, and for each date r > t, let
Cip = Cir x Ny Then, for every date r < T, ¢, is feasible for agent ir in I'yoe o (D).

Because changing ¢’s behavior at dates » > ¢ does not affect the probability of any date-t
history event, we have Py (w|(&;, b%;); p*) = Pi(wy]b®; p*) because ¢;,. = b%. for r < ¢, and we
have Py (wg] (&, 0%,); 5%) = Pi(wy|(bi, b%,); 5*) because &, = by, for r < t. Also, by (11.14),
we have Py (w;|[b%;p*) = Pit(wit|(1;l-, b*,); p*) because w; is a union of elements of @), and

because both b* and p® are ()-measurable. Hence, we may conclude that
Pi(wit|(¢;,02;); 0%) = Pu(wie| (¢5,02;); 5%) (11.28)

By the definition of &, there is probability at least (1 — \)T D)) that for every r > t,
Cir gives each element of );. the same probability as does ¢, regardless of the history of
play. Consequently, by (11.28), (11.2), the measurability of v;(£(a)) with respect to @, and

because w;; is a union of elements of (), we have,

[ e€t@n P, 6,520 < [ (€l Pldaluw, (6,855 + (1= (1 = AT#m,
(11.29)

where we have used the fact that (1 — (1 — \)THDED))m < (1 — (1 — N)TF#D)m,
For every date r, for every a € A, and for every qo, € Qo,, the product ILc ¢, ;(qorj|aot;)

is equal to 1 if ag; € qo; and is equal to 0 otherwise. Therefore,

ﬁ?(qwla@“) = ﬁr(qwla@“)' (1130)

So no matter what is the date-t history, p§* generates the same distribution over the elements
of the finite partition Qy; of Ay as does p.

Together, (11.30) and (11.14) imply that Py (wi|b; §) = Pi(wi|b®; 5*). Hence, Py (wy|b; p) >
0 because Py (wy|b*;p*) > Py(Z|b%;p*) > 0. And since ¢ agrees with b; on dates before
t, Puy(wi|(¢,0_;):p) = Piu(ws|b;p) > 0. Therefore, (11.30) and (11.14) together with the
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measurability of ¢;, b%,,

and p* with respect to ) imply that,
/Ui(é(a))P(da!wm(Ei,b‘ii);ﬁ“) = /vi(é(a))P(dalwit,(é,Bi);ﬁ)- (11.31)
Together, (11.20), (11.27), (11.29), and (11.31) imply that,

/Ui(f(a))P(dMZ, (i 02;); %) < /Ui('i(a))P(dalwita(éia@i);ﬁ)+(1—(1—/\)T(#”)m-

Consequently,

/vi(a)P(dalZa (i, 0%,); %) < /vi(f(a))P(dem (&, b-);9) + 7 + (1= (1= )y,

IN

/Ui(f(a))P(dalwm (&, b-);9) + 7 + (1 = (1= N ).

IN

/vi(ﬁ(a))P(da|wit, b;p) + v+ (1 — (1 = N)TED ),
_ /vi(f(a))P(damit, b 5) 4y + (1= (1= A)TED ),
_ / vi(€(@) P(dal Z,5% 5°) + + (1 — (1 = \)T#D)m,

< / vi(@)P(dalZ, 0% ) + 2y + (1 — (1= NT#Dym, (11.32)

where the second inequality follows from the one-shot deviation principle for finite games
with perfect recall because ¢;, = 3” for 7 < t and b gives wy positive probability (see
the paragraph following (11.30)) and is an equilibrium of the agent normal form of the
perfect recall game I'yoe o(P) when played by separate agents nr € L. The first equality
follows because, by (11.14) and (11.30), P(-|ws, b; p) and P(-|w;, b%; 5*) generate the same
distribution over the elements of ). The second equality follows from (11.24), and the final
inequality follows from (11.13).

Multiplying both sides of (11.32) by P,.(Z|b%; %)/ Py (Z]b%; p*) and using (11.19), (11.21),
and (11.9) gives,
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o\ Pit(Z]0%; p*
Ui(e;, b4, Z;p%) < (/vi(a)P(dch, b p )) —P;EZ;I)O“;‘;

_ f{a:aM“eZ} ui(a)g(a)H (a)P(da|b™; p*) Pa( 210" ) L
Py(Z]b%; p°) Py (Z]6%; p*)

f{a:aMitGZ} u,(a)g(a)H(a)P(dawa,ﬁa) n
= €
Pu(Z1b%; p*)

f{a:aM?.tEZ} ui(a)P(da’|ba;pa) n
= ’ €
Pi(Z[b%; p*)

= Ui(b*|Z;p”) + ¢,

where the third equality follows from (11.17), proving (11.15). Q.E.D.

References

Bajoori, E., J. Flesch, and D. Vermeulen (2013), “Perfect equilibrium in games with com-

pact action spaces,” Games and Economic Behavior, 82, 490-502.

Bajoori, E., J. Flesch, and D. Vermeulen (2016), “Behavioral perfect equilibrium in Bayesian

games,” Games and Economic Behavior 98, 78-109.

Borgers, T. (1991): “Upper Hemicontinuity of the Correspondence of Subgame-Perfect

Equilibrium Outcomes,” Journal of Mathematical Economics, 20, 89-106.

Chakrabarti , S. K. (1999): “Finite and Infinite Action Dynamic Games with Imperfect

Information,” Journal of Mathematical Economics, 32, 243-266.
Cohn, D. L., (1980): Measure Theory, Birkhauser, Boston.

Dunford, N., and J. T. Schwartz (1988) Linear Operators Part I General Theory, John
Wiley and Sons, New York.

Fudenberg, D. and J. Tirole (1991): “Perfect Bayesian and Sequential Equilibrium,” Journal
of Economic Theory, 53, 236-260.

Harris, C. J. , P. J. Reny, and A. J. Robson (1995): “The existence of subgame-perfect
equilibrium in continuous games with almost perfect information,” FEconometrica 63,
507-544.

45



Harris, C. J., M. B. Stinchcombe, and W. R. Zame (2000): “The Finitistic Theory of Infinite

Games,” University of Texas working paper, http://www.laits.utexas.edu/~ maxwell /finsee4.pdf.

Jung, H. M. (2018): “Extension of Sequential Equilibrium to Games with Infinite Types

?

and Actions,” mimeo, The Institute of Economics, Academia Sinica, Taipei, Taiwan.

Kreps, D. and R. Wilson (1982): “Sequential Equilibria,” Econometrica, 50, 863-894.

Manelli, A. (1996): “Cheap Talk and Sequential Equilibria in Signaling Games,” Econo-
metrica 64, 917-942.

Mansuwé, A. P., Jansen, M., Peters, H. (1997): “Consistency of Assessments in Infinite

Signaling Games,” Journal of Mathematical Economics, 27, 425-449.

Milgrom, P. and R. Weber (1985): “Distributional Strategies for Games with Incomplete
Information,” Mathematics of Operations Research, 10, 619-32.

Myerson, R. B. (1991): Game Theory: Analysis of Conflict, Harvard University Press,
Cambridge, Massachusetts.

Myerson, R. B., and P. J. Reny (2019): “Supplement to ‘Perfect Conditional e-Equilibria of

Multi-Stage Games with Infinite Sets of Signals and Actions’,” University of Chicago.

Radner, R. (1980): “Collusive Behavior in Non-Cooperative Epsilon-Equilibria of Oligopolists
with Long But Finite Lives, Journal of Economic Theory, 22, 136-154.

Simon, Leo K., and Maxwell B. Stinchcombe (1995), “Equilibrium refinement for infinite

normal-form games,” Econometrica, 63 (6), 1421-1443.

Simon, R. S. and G. Tomkowicz (2017): “A Bayesian Game without e-Equilibria,” Israel
Journal of Mathematics (to appear).

Van Damme, E. (1987): “Equilibria in Non-Cooperative Games,” in Surveys in Game
Theory and Related Topics, ed. by H. Peters and 0. Vrieze. Amsterdam, C.W.I. Tract
39.

Watson, J. (2017): “A General, Practicable Definition of Perfect Bayesian Equilibrium,”
UCSD working paper.

46



