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ABSTRACT

This thesis considers estimation and statistical inference for high dimensional model with constrained parameter space. Due to the recent development of data storage and computing technology, it is extremely common for researchers to face a high dimensional problem in practical applications, ranging from health-care, neural imaging, genetic studies, etc. In a high dimensional problem, the number of unknown parameters is usually much larger than the sample size, imposing additional difficulties on accurately estimating the parameters. As a result, it is usually assumed that the parameter satisfies some certain constraints, such as sparsity constraint or low-rank constraint. In this thesis, we develop novel algorithms to obtain accurate parameter estimation and statistical inference for several high dimensional models with constrained parameter space.

Chapter 2 discusses asymptotic inference for high dimensional model under equality constraint. We propose a novel inference method that takes the equality constraint into consideration. The proposed estimator enjoys asymptotically smaller variance than the standard method without constraints, and is semiparametric efficient. Chapter 3 considers high dimensional statistical inference with inequality constraint. We develop tools to test whether the parameters are on the boundary of the constraint or not. The proposed testing procedure has greater power than the standard algorithms where the constraints are ignored. Chapter 4 studies the problem of recovery of matrices that are simultaneously low rank and row and/or column sparse. We propose a GDT (Gradient Descent with hard Thresholding) algorithm that converges linearly to a region within statistical error of an optimal solution. Chapter 5 considers the safe reinforcement learning problem. We construct a sequence of surrogate convex constrained optimization problems by replacing the nonconvex functions locally with convex quadratic functions obtained from policy gradient estimators. We prove that the solutions to these surrogate problems converge to a stationary point of the original nonconvex problem.
CHAPTER 1
INTRODUCTION

In this thesis, we cover a handful of scenarios where we have constraints on the parameters of interest. For the estimation part, we focus on two kinds of constrained problems. The first one is the recovery of matrices that are simultaneously low rank and row and/or column sparse. Such a problem has a wide variety of applications, such as multi-task learning. The second one is the safe reinforcement learning problem. When taking action at state space, we incur a reward value and a cost value. The safety constraint requires that the expected cost value is upper bounded by a predefined constant. The goal of the safe reinforcement learning problem is to estimate the model parameter that maximizes the expected reward while satisfies the safety constraint. For the statistical inference part, most of the existing works perform confidence intervals and hypothesis tests for a low dimensional subset of model parameters under the assumption that the parameters of interest are unconstrained. However, in many applications, there are natural constraints on model parameters. The constraints can be equality constraints, inequality constraints, or the combination of both. For all these scenarios, we propose new estimation and inference methods designed for specific problems.

In Chapter 2, we consider the equality constraints on the model parameters. In many of the applications in high dimensional models, we naturally have such equality constraints, such as linear regression with linear constraint, sparse PCA model with unit norm constraint. We propose a novel method to provide statistical inference in high dimensional models under equality constraints on the parameters. By considering the equality constraints, our proposed estimator enjoys asymptotically smaller variance than the standard method without constraints. Experiments demonstrate the effectiveness of our proposed model, on both asymptotic valid statistical inference and the variance reduction.

In Chapter 3, we consider the inequality constraints on the model parameters. In many problems, there are natural constraints on model parameters and one is interested in whether the parameters are on the boundary of the constraint or not. e.g., non-negativity constraints
for transmission rates in network diffusion. We provide algorithms to solve this problem of hypothesis testing in high-dimensional statistical models under constrained parameter space. We show that following our testing procedure we can get asymptotic designed Type I error under the null. Numerical experiments demonstrate that our algorithm has greater power than the standard algorithms where the constraints are ignored. We demonstrate the effectiveness of our algorithms on two real datasets where we have intrinsic constraints on the parameters.

In Chapter 4 we study the problem of recovery of matrices that are simultaneously low rank and row and/or column sparse. Such matrices appear in recent applications in cognitive neuroscience, imaging, computer vision, macroeconomics, and genetics. We propose a GDT (Gradient Descent with hard Thresholding) algorithm to efficiently recover matrices with such structure, by minimizing a bi-convex function over a nonconvex set of constraints. We show linear convergence of the iterates obtained by GDT to a region within the statistical error of an optimal solution. As an application of our method, we consider multi-task learning problems and show that the statistical error rate obtained by GDT is near optimal compared to the minimax rate. Experiments demonstrate competitive performance and much faster running speed compared to existing methods, on both simulations and real data sets.

In Chapter 5 we study the safe reinforcement learning problem with nonlinear function approximation, where policy optimization is formulated as a constrained optimization problem with both the objective and the constraint being nonconvex functions. For such a problem, we construct a sequence of surrogate convex constrained optimization problems by replacing the nonconvex functions locally with convex quadratic functions obtained from policy gradient estimators. We prove that the solutions to these surrogate problems converge to a stationary point of the original nonconvex problem. Furthermore, to extend our theoretical results, we apply our algorithm to examples of optimal control and multi-agent reinforcement learning with safety constraints.
CHAPTER 2
ASYMPTOTIC INFECTION FOR HIGH DIMENSIONAL MODEL UNDER EQUALITY CONSTRAINTS

2.1 Introduction

Quantifying uncertainty of the penalized estimators used for estimation of parameters in high-dimensional models, where sample size is comparable, and often much smaller, to the dimensionality of the parameter vector, is a challenging problem. For example, when the lasso estimator [302] is used to estimate an (approximately) sparse parameter vector, the limiting distribution of the estimator is non-standard even in a low-dimensional setting [179]. It is well understood that inference following model selection is difficult and, in particular, that inference relying on model selection can not be made uniformly valid [196, 197, 198, 249, 250]. Rather than focusing on perfect model selection, recently proposed approaches construct asymptotically linear estimators of low-dimensional components of a high-dimensional parameter vector, which can then be used for statistical inference. Examples include de-biasing [309, 362, 166], decorrelated score method [237, 102], and double selection [29], among others. These approaches do not take into account constraints or restrictions that may be available on the underlying parameter vector beyond assuming that the parameter is approximately sparse.

This chapter studies estimation of a parameter vector in a high-dimensional statistical model that is known to satisfy an equality constraint. Specifically, we focus on developing valid inferential tools for quantifying uncertainty about low-dimensional components of the parameter vector. Suppose we are given $n$ independent and identically distributed multivariate random variables $Z_1, \ldots, Z_n$ generated from a statistical model $\mathcal{P} = \{P_\theta \mid \theta \in \Omega\}$, where $\theta$ is a $p$ dimensional unknown parameter and $\Omega$ is the parameter space. The true parameter
vector, denoted by $\theta^*$, is the minimizer of

$$\theta^* = \arg \min_{\theta} \mathbb{E}[\ell(\theta)] \quad \text{subject to} \quad g(\theta) = 0,$$

where $\ell(\theta) = \sum_{i \in [n]} \ell_i(\theta) = \sum_{i \in [n]} \ell(\theta, Z_i)$ is the sample objective function and $g(\theta) = 0$ is the constraint function, $g: \mathbb{R}^p \mapsto \mathbb{R}^q$ with $q \ll p$. We assume that the true parameter $\theta^*$ satisfies the constraint, $g(\theta^*) = 0$. The equality constraint can be viewed as a restriction or prior information on the parameters. Such a constraint is common in many applications. For example, in linear regression, we may have prior information that the unknown parameter lies in a linear subspace [9]; in (sparse) principal component analysis, we have a constraint that the leading eigenvector has the unit norm: $\|\theta\|_2 = 1$. In a portfolio selection problem the goal is to allocate the resources to maximize the expected return and minimize the risk. Let $(w_i)_i$ be the portfolio allocation vector denoting the proportion of wealth allocated to each asset. In this problem, the allocation vector satisfies $\sum_i w_i = 1$ and, in addition, we may have a constraint $Aw = a$, which constraints percentage of allocations on each sector or industry [100].

There are two common approaches for solving the equality constrained problem: the reparameterization method and the Lagrangian multiplier method. In the first approach, one expresses a subset of $q$ parameters in terms of the remaining $p - q$ parameters by solving $g(\theta) = 0$, and estimates the $p - q$ unrestricted parameters by minimizing the sample objective function. This approach has major drawbacks: first, it may not be straightforward or even possible to express the $q$ parameters in terms of the remaining $p - q$; second, the choice of which $q$ parameters are reparameterized affects the symmetry of the procedure and may be undesirable in case our interest is in all the parameters. Throughout the chapter we focus on the second approach, the Lagrangian multiplier method, which avoids drawbacks of the reparametrization method. Let $L(\theta, \mu) = \ell(\theta) + \mu^\top g(\theta)$ be the Lagrangian function, where $\mu \in \mathbb{R}^q$ is a vector of Lagrangian multipliers. In the Lagrangian multiplier method, we
estimate $\theta^*$ by finding a solution of the equations $\nabla_\theta L(\theta, \mu) = \nabla_\mu L(\theta, \mu) = 0$, that is,

$$\nabla_\theta \ell(\theta) + \nabla_\theta g(\theta) \cdot \mu = 0$$  \hspace{1cm} (2.1)

$$g(\theta) = 0.$$  \hspace{1cm} (2.2)

In a high-dimensional setting, there may be infinitely many solutions to (2.1) and (2.2). Instead, we find the pair ($\hat{\theta}, \hat{\mu}$) by minimizing the following regularized optimization problem

$$\hat{\theta} = \arg \min \limits_\theta \ell(\theta) + P_\lambda(\theta) \quad \text{subject to} \quad g(\theta) = 0,$$  \hspace{1cm} (2.3)

where $P_\lambda(\theta)$ is a regularization term with a tuning parameter $\lambda$. The Lagrange multiplier $\hat{\mu}$ can be obtained from the Karush–Kuhn–Tucker (KKT) conditions. More generally, we can obtain ($\hat{\theta}, \hat{\mu}$) by finding a solution of the equations

$$\nabla_\theta \ell(\hat{\theta}) + \hat{\tau} + \nabla_\theta g(\hat{\theta}) \cdot \hat{\mu} = 0$$

$$g(\hat{\theta}) = 0,$$

where $\hat{\tau} \in \partial P_\lambda(\hat{\theta})$ is an element of the subgradient at $\hat{\theta}$. Due to the bias induced by the regularization term, obtaining sampling distribution of $\hat{\theta}$ is not possible.

**Our contributions.** In this chapter we perform asymptotic statistical inference for such equality constrained problems in high dimensional models. We make the following three contributions. First, starting from consistent but biased estimator, we develop a novel inferential methodology that takes the equality constraint into consideration. The proposed method is based on debias method. However, different from existing work which approximate the inverse of the Hessian matrix, in our approach, the gradient of the constraint function also plays a role. The proposed estimator is proved to be asymptotic normal under an appropriate asymptotic regime, and from which we could build valid statistical inference on
the unknown parameters including confidence interval and hypothesis testing. Second, we show that by considering the equality constraint, our proposed estimator achieves smaller asymptotic variance than the existing methods where we ignore the constraint. This variance reduction helps to obtain narrower confidence interval and improve the power of hypothesis testing. We then prove that our proposed estimator is semiparametrically efficient in that it achieves the minimum asymptotic variance for the equality constrained problem. Finally, we show how our approach can be applied to some common equality constrained problems, including linear regression with linear constraint, sparse principal component analysis, and single index model with unit norm constraint.

2.1.1 Related works

Statistical inference in high dimensional models. Our work lies in the literature of high dimensional statistical inference. In high dimensional models, most of the consistent estimators obtained by adding a regularization term to the negative log-likelihood function do not have a tractable asymptotic distribution. For example, [179] shows that the limiting distribution of Lasso estimator may have positive probability mass at 0 when the true value is 0; moreover, the limiting distribution depends on the unknown parameter and is not tractable. More recently, much progress has been made on the statistical inference of low dimensional parameters in high dimensional linear model based on the bias correction approach, also named as debias [166], desparsify [309], or LDPE method [362]. These methods start from the Lasso estimator with KKT condition, and use different approaches to approximate the inverse of the Gram matrix. From then on, many approaches have been proposed for more general models and applications. In [237] the authors propose a general framework for high dimensional statistical inference based on the decorrelation method on penalized M-estimators. In [90, 364] the authors propose simultaneous inference that focuses on the whole high dimensional parameter instead of focusing on a low dimensional subset. Other applications include graphical model [162, 258, 345, 161] which provide inference on the edge
between two nodes in a graph; post selection inference \([81, 193, 304, 336, 301]\) which consider the conditional inference given that some covariates are selected; and also semiparametric regression \([238, 80]\), proportional hazards model \([102]\), panel model \([30, 180]\).

**Statistical inference with constraint.** In the literature, very little work has been done for the statistical inference under equality constraint, especially in high dimensions. An early work \([5]\) gives the maximum likelihood estimation and statistical inference for equality constrained problem in low dimensions. Based on this result, in subsequent work, \([283]\) constructs the Lagrangian multiplier test for the equality hypothesis. \([82, 50]\) consider testing equality hypothesis and show that the Wald, Likelihood ratio, and the Lagrangian multiplier test are equivalent when the log-likelihood is quadratic. \([95]\) considers testing the linear hypothesis in generalized least squares models. \([269]\) considers overparameterized structural model which involves some redundant parameters, and propose minimum discrepancy function (MDF) test statistic that has an asymptotic chi-squared distribution. \([271]\) investigates the asymptotic behavior of the estimator in stochastic programming under equality and inequality constraint, which is not asymptotic normal due to the presence of inequality constraint.

More recently, in high dimensional framework, \([277]\) considers statistical inference for linear regression with linear constraint. \([276, 213]\) performs linear hypothesis testing in the high dimensional generalized linear model. \([160]\) proposes a debiased method to construct statistical inference on the sparse PCA problem. Instead of taking the unit norm constraint \(\|\theta\|_2 = 1\) into consideration, the authors “absorb” the leading eigenvalue into the leading eigenvector and solve for an unconstrained problem. Therefore, it is still different from our approach.

Another closely related area is statistical inference with inequality constraint. With an inequality constraint, people usually focus on hypothesis testing on whether the parameter lies on the boundary, or is strictly an interior point. A lot of work has been done in low dimensional problems with inequality constraint, mostly focused on Wald, Score, and Likelihood ratio test
A recent work [350] generalizes these techniques to high dimensions. The geometries are very different for equality and inequality constrained problems. With an inequality constraint, the limit distribution is given by a mixed $\chi^2$ distribution, whereas for the equality constraint problem, the limit distribution is normal. As another related work, [371] considers hypothesis testing based on constrained maximum likelihood ratio with $L_1$ constraint, with a focus on high dimensional linear regression and Gaussian graphical model.

2.1.2 Organization of the chapter

The remainder of the chapter is organized as follows. In Section 2.2 we present the setup of the equality constrained problem. We propose our methodology in Section 2.3 and prove theoretical results in Section 2.4. Section 2.5 shows the semiparametric efficiency of the proposed estimator. In Section 2.6 we show how our proposed method can be applied to some frequently-used models, and in Section 2.7 we demonstrate the effectiveness of our method through extensive experiments. We conclude in Section 2.8.

2.2 Problem setup

In this section we provide the setup of the high dimensional equality constrained problem. Suppose $\theta \in \mathbb{R}^p$ is the model parameter and we have $n$ i.i.d. samples. The loss function (e.g. negative log likelihood) is denoted as $\ell(\theta) = \frac{1}{n} \sum_{i=1}^{n} \ell_i(\theta)$ where $\ell_i(\theta)$ denotes the loss function on one sample. In addition, we have an equality constraint on the model parameter given by $g(\theta) = 0$. Throughout the chapter we assume that the constraint is compatible, non-trivial and non-redundant. Also for illustration purpose we assume only one scalar constraint. It is straightforward to generalize to multiple constraints case. The true parameter is denoted as $\theta^*$ satisfying $g(\theta^*) = 0$. The optimization problem (constrained
regularized problem) is
\[
\min_{\theta} \quad \ell(\theta) + P_\lambda(\theta) \\
\text{s.t.} \quad g(\theta) = 0
\]  
(2.4)

where \( P_\lambda(\theta) \) is some regularization term with tuning parameter \( \lambda \). Denote \( \mu \) as the Lagrange multiplier, the Lagrange function of (2.4) is given by

\[
L(\theta, \mu) = \ell(\theta) + P_\lambda(\theta) + \mu \cdot g(\theta).
\]

Let \((\hat{\theta}, \hat{\mu})\) be the solution to (2.4), we have the KKT condition

\[
\nabla \ell(\hat{\theta}) + \hat{\tau} + \nabla g(\hat{\theta}) \cdot \hat{\mu} = 0 \\
g(\hat{\theta}) = 0
\]

where \( \hat{\tau} \in \partial P_\lambda(\hat{\theta}) \) is the subgradient at \( \hat{\theta} \). Next, denote \( \ell^*(\theta) = \mathbb{E} \ell_i(\theta) \) as the expected loss function, i.e., the loss function when we have infinite amount of samples. The population version optimization problem is given by

\[
\min_{\theta} \quad \ell^*(\theta) \\
\text{s.t.} \quad g(\theta) = 0
\]  
(2.5)

Here we do not need regularization term since the problem is on population version. The population version Lagrange function of (2.5) is given by

\[
L^*(\theta, \mu) = \ell^*(\theta) + \mu \cdot g(\theta).
\]

Clearly the solution to (2.5) is given by \((\theta^*, \mu^*)\) where \( \theta^* \) is the true parameter and \( \mu^* \) is
the population Lagrange multiplier with

\[ \nabla \ell^\ast(\theta^\ast) + \nabla g(\theta^\ast) \cdot \mu^\ast = 0 \]

\[ g(\theta^\ast) = 0 \]  

(2.6)

Next, we highlight that there are two kinds of equality constrained problems in which the constraint plays different roles in the optimization problem. We summarize these two cases as below.

**Case 1: constraint as additional information.** In the first case, the constraint serves as additional information on the unknown parameters. It helps to obtain a more accurate estimation for the model parameter; but even if without the constraint, the problem is still well-defined in that we are still able to obtain a consistent estimator as long as we have enough samples. As an example, consider linear regression where \( y = X\theta^\ast + \epsilon \) with \( \|\theta^\ast\|_0 = s \) and \( \epsilon \sim \mathcal{N}(0, \sigma^2 I) \). The constraint is given by a linear constraint \( A^\top \theta = r \) on the model parameter. The population version optimization problem is

\[
\min \quad \mathbb{E} \| y - X\theta \|^2_2 \\
\text{s.t.} \quad A^\top \theta - r = 0
\]

In this case, even if there is no constraint, the solution to the population version problem is still \( \theta^\ast \). Moreover, for the sample version, the unconstrained OLS estimator is still well defined and consistent as long as we have enough samples. We will revisit this problem in details later in Section 2.6.1.

Mathematically, for this kind of problem, we have that \( \nabla \ell^\ast(\theta^\ast) = 0 \) and therefore \( \mu^\ast = 0 \) according to (2.6). This indicates that in population version the constraint is *not binding*, and \( \theta^\ast \) is the solution to the problem (2.5) *even if without the constraint.*
Case 2: constraint as intrinsic restriction. In the second case, the constraint serves as an intrinsic restriction on the model in that, if we ignore the constraint, then the unconstrained problem will have a completely different solution or is even meaningless. For example, consider the principal component analysis (PCA) where we observe $x_i$ i.i.d. with mean 0 and covariance matrix $\Sigma^*$. The goal is to estimate the leading eigenvector $\theta^*$ of the true covariance matrix $\Sigma^*$. The population version optimization problem is

$$\max_{\theta} \frac{1}{2} \theta^T \Sigma^* \theta$$

s.t. $\frac{1}{2} \|\theta\|_2^2 = \frac{1}{2}$

Here we have an intrinsic constraint that $\|\theta\|_2 = 1$. If we ignore this constraint, the problem becomes meaningless in that we can choose arbitrary large or small $\theta$ to obtain an arbitrarily large or small variance. We will revisit this problem in details later in Section 2.6.2.

Mathematically, for this kind of problem, we have that $\nabla \ell^*(\theta^*) \neq 0$ and therefore $\mu^* \neq 0$ according to (2.6). This indicates that in population version the constraint is binding, and $\theta^*$ is the solution to the problem (2.5) only if we have the constraint.

In practice, the equality constraint can be any one of these two cases, or the combination of both. In the next section, we will propose a unified methodology to construct asymptotic inference for these two cases.

2.3 Methodology

In this section we present our methodology to construct the proposed estimator. We start from some consistent estimators $(\hat{\theta}, \hat{\mu})$ where $\hat{\theta}$ satisfies the constraint $g(\hat{\theta}) = 0$. The consistent estimator $(\hat{\theta}, \hat{\mu})$ may be obtained by solving the constrained regularized problem (2.4), or can be constructed by any problem-specific approach. In Section 2.9.1 we provide an efficient algorithm for solving (2.4) based on projected proximal gradient descent algorithm.
In practice, it may be hard to obtain a consistent estimator \( \hat{\mu} \) for the Lagrangian multiplier other than solving the constrained optimization problem (2.4), and hence most of the time we solve for (2.4) for \((\hat{\theta}, \hat{\mu})\). However, there are some cases where we can obtain \(\hat{\mu}\) without solving (2.4), for example for the sparse PCA problem, and therefore we can directly start with the consistent estimator. See Section 2.6.2 for more details.

The estimator \(\hat{\theta}\) is usually biased since we usually have a regularization term when solving for high dimensional models. We then propose the methodology to quantify this bias and to construct asymptotically unbiased estimator. Define \(\hat{\tau}\) as

\[
\hat{\tau} = -\nabla \ell(\hat{\theta}) - \nabla g(\hat{\theta}) \cdot \hat{\mu} \tag{2.7}
\]

If \((\hat{\theta}, \hat{\mu})\) is the solution to (2.4), then \(\hat{\tau}\) is the subgradient of the problem. Denote \(H_\ell(\theta)\) and \(H_\theta(\theta)\) as the Hessian matrices of \(\ell(\theta)\) and \(g(\theta)\), we do Taylor expansion on (2.7) at \(\theta^*\) and \(\mu^*\) and obtain

\[
0 = \nabla \ell(\hat{\theta}) + \hat{\tau} + \left[ \nabla g(\hat{\theta}) - \nabla g(\theta^*) \right] \hat{\mu} + \nabla g(\theta^*)(\hat{\mu} - \mu^*) + \nabla g(\theta^*)\mu^*
= \nabla \ell(\theta^*) + H_\ell(\hat{\theta}_1)(\hat{\theta} - \theta^*) + \hat{\tau} + H_\theta(\hat{\theta}_2)(\hat{\theta} - \theta^*) \cdot \hat{\mu} + \nabla g(\theta^*)(\hat{\mu} - \mu^*) + \nabla g(\theta^*)\mu^* \tag{2.8}
\]

Since \(\hat{\theta}\) satisfies the constraint \(g(\hat{\theta}) = 0\), we have

\[
g(\theta^*) + \nabla g(\hat{\theta}_3) \cdot (\hat{\theta} - \theta^*) = 0 \tag{2.9}
\]

where \(\hat{\theta}_i = \theta^* + \bar{u}_i(\hat{\theta} - \theta^*)\) are intermediate values between \(\hat{\theta}\) and \(\theta^*\) for some \(0 \leq \bar{u}_i \leq 1\) with \(i = 1, 2, 3\). Using the fact that \(g(\theta^*) = 0\) we can combine (2.8) and (2.9) and rewrite them as

\[
\begin{bmatrix}
H_\ell(\hat{\theta}_1) + \hat{\mu}H_\theta(\hat{\theta}_2) & \nabla g(\theta^*) \\
\nabla g(\hat{\theta}_3)^	op & 0
\end{bmatrix}
\begin{bmatrix}
\hat{\theta} - \theta^* \\
\hat{\mu} - \mu^*
\end{bmatrix} =
\begin{bmatrix}
-\nabla \ell(\theta^*) - \hat{\tau} - \nabla g(\theta^*)\mu^* \\
0
\end{bmatrix} \tag{2.10}
\]
The population version of the big matrix on the left hand side of (2.10) is given by

$$
\begin{bmatrix}
H^*_{\ell}(\theta^*) + \mu^* H_g(\theta^*) & \nabla g(\theta^*) \\
\nabla g(\theta^*)^\top & 0
\end{bmatrix}
$$

(2.11)

where $H^*_{\ell}(\theta)$ is the Hessian matrix of $\ell^*(\theta)$. We then wish to find a matrix

$$
\begin{bmatrix}
P^* & Q^* \\
Q^{*\top} & R^*
\end{bmatrix}
$$

(2.12)

as the inverse of (2.11). Denote $H^* = H^*_{\ell}(\theta^*) + \mu^* H_g(\theta^*)$ and denote $M^*$ as the exact inverse of $H^*$, according to the block matrix inversion formula we have

$$
P^* = M^* - M^* \nabla g(\theta^*) \left[ \nabla g(\theta^*)^\top M^* \nabla g(\theta^*) \right]^{-1} \nabla g(\theta^*)^\top M^*$$

$$
Q^* = M^* \nabla g(\theta^*) \left[ \nabla g(\theta^*)^\top M^* \nabla g(\theta^*) \right]^{-1}
$$

$$
R^* = - \left[ \nabla g(\theta^*)^\top M^* \nabla g(\theta^*) \right]^{-1}
$$

(2.13)

Note that in Case 1 discussed in Section 2.2 we have $\mu^* = 0$. Therefore, $M^*$ is the exact inverse of $H^*_{\ell}(\theta^*)$. Also, it is possible that $H^*$ is not invertible, for example for sparse PCA problems to be discussed later in Section 2.6.2. In this situation, we could turn to some substitutes, for example the Moore-Penrose pseudo-inverse, and change the definition of $P^*, Q^*, R^*$ in (2.13) accordingly. We discuss this modification in detail in Section 2.6.2.

**Lemma 1.** We have that

$$
\begin{bmatrix}
\hat{\theta} - \theta^* \\
\hat{\mu} - \mu^*
\end{bmatrix} =
\begin{bmatrix}
P^* & Q^* \\
Q^{*\top} & R^*
\end{bmatrix}
\begin{bmatrix}
-\nabla \ell(\theta^*) - \hat{\tau} - \nabla g(\theta^*)\mu^* \\
0
\end{bmatrix} + \text{error}
$$

(2.14)
where the error term is given by

\[
\text{error} = \left( \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} - \begin{bmatrix} P^* & Q^* \\ Q^{*\top} & R^* \end{bmatrix} \begin{bmatrix} H_\ell(\hat{\theta}_1) + \hat{\mu}H_g(\hat{\theta}_2) & \nabla g(\theta^*) \\ \nabla g(\hat{\theta}_3)^\top & 0 \end{bmatrix} \right) \cdot \begin{bmatrix} \hat{\theta} - \theta^* \\ \hat{\mu} - \mu^* \end{bmatrix}
\]

(2.15)

**Proof.** Multiplying the inverse matrix (2.12) to the both sides of (2.10) and rearranging terms we obtain the result.

Rearranging terms in (2.14) and notice that \( P^* \cdot \nabla g(\theta^*) = 0 \), \( Q^{*\top} \cdot \nabla g(\theta^*) = I \) according to the definition (2.13), we obtain

\[
\begin{bmatrix} \hat{\theta} + P^* \cdot \hat{\tau} \\ \hat{\mu} + Q^{*\top} \cdot \hat{\tau} \end{bmatrix} = \begin{bmatrix} \theta^* - P^* \cdot \nabla \ell(\theta^*) - P^* \cdot \nabla g(\theta^*)\mu^* \\ \mu^* - Q^{*\top} \cdot \nabla \ell(\theta^*) - Q^{*\top} \cdot \nabla g(\theta^*)\mu^* \end{bmatrix} + \text{error.}
\]

(2.16)

Motivated by the expression in the first row, our proposed estimator is given by

\[
\theta_{\text{est}} = \hat{\theta} + P \cdot \hat{\tau}
\]

(2.17)

where \( P \) is an approximation of the true \( P^* \) defined as

\[
P = M - M\nabla g(\hat{\theta}) \left[ \nabla g(\hat{\theta})^\top M\nabla g(\hat{\theta}) \right]^{-1} \nabla g(\hat{\theta})^\top M
\]

(2.18)

Here \( M \) is an approximation of the true \( M^* \), and we will discuss the choice of \( M \) later in Section 2.3.1. Under appropriate asymptotic regime such that the error term in (2.16) and the approximation error by using \( P \) in place of \( P^* \) are negligible, we obtain from (2.16) that

\[
\sqrt{n}(\theta_{\text{est}} - \theta^*) = -P^* \cdot \sqrt{n}\nabla \ell(\theta^*) + o_P(1)
\]

(2.19)
In most of the applications, the term $\nabla \ell(\theta^*)$ on the right hand side of (2.19) is an average over $n$ i.i.d. samples, and is therefore asymptotically normal by Central Limit Theorem. Moreover, under Case 1 it has mean 0; under Case 2, according to (2.6) and the definition of $P^*$ in (2.13) we have $E[P^* \nabla \ell_i(\theta^*)] = P^* \cdot \nabla g(\theta^*) \mu^* = 0$. We then obtain the asymptotic distribution of our proposed estimator (2.17), and we can construct confidence interval and hypothesis testing based on this.

**Asymptotic inference on $\mu$.** Another by-product of (2.16) is the asymptotic inference on the Lagrangian multiplier. Although in many applications we care more about the estimator than the Lagrangian multiplier (especially in Case 1 where $\mu^* = 0$), in some cases it is still valuable. For example, later in Section 2.6.2 on the application to sparse PCA, we see that $\mu^*$ is the negative leading eigenvalue of the true covariance matrix. This allows us to obtain asymptotic inference for the leading eigenvalue. Back to the second line of (2.16), our proposed estimator on the Lagrangian multiplier is

$$
\mu_{\text{est}} = \hat{\mu} + Q^\top \cdot \hat{\tau}
$$

(2.20)

where we estimate $Q^*$ by $Q$ defined as

$$
Q = M \nabla g(\hat{\theta}) \left[ \nabla g(\hat{\theta})^\top M \nabla g(\hat{\theta}) \right]^{-1}
$$

Under appropriate asymptotic regime such that the error term is negligible, we obtain from the second line of (2.16) that

$$
\sqrt{n}(\mu_{\text{est}} - \mu^*) = -\sqrt{n} \left( Q^{\star \top} \cdot \nabla \ell(\theta^*) + \mu^* \right) + o_p(1)
$$

(2.21)
According to (2.6) and the definition of $Q^*$ in (2.13) we have

$$
\mathbb{E} \left[ Q^* \cdot \nabla \ell_i(\theta^*) \right] = Q^* \cdot \nabla \ell_i(\theta^*) = -Q^* \cdot \nabla g(\theta^*) \mu^* = -\mu^*
$$

We then obtain that the right-hand side of (2.21) is asymptotically normal with mean 0 by Central Limit Theorem. This gives the asymptotic inference for the Lagrangian multiplier.

**Remark 2.** Another interesting result is that if $\ell(\theta)$ is a negative log-likelihood function and we are in Case 1 such that $\mu^* = 0$, then $\theta_{\text{est}}$ and $\mu_{\text{est}}$ are asymptotically uncorrelated under appropriate conditions. To see this, from (2.16) we ignore the error term and calculate the asymptotic covariance between $\theta_{\text{est}}$ and $\mu_{\text{est}}$ as

$$
\text{Cov}(\theta_{\text{est}}, \mu_{\text{est}}) = \text{Cov}(\theta^* - P^* \cdot \nabla \ell(\theta^*), -Q^* \cdot \nabla \ell(\theta^*)) = \mathbb{E} \left[ P^* \cdot \nabla \ell(\theta^*) \nabla \ell(\theta^*)^\top \cdot Q^* \right]
$$

$$
= P^* \cdot \mathbb{E} \left[ \nabla \ell(\theta^*) \nabla \ell(\theta^*)^\top \right] \cdot Q^* = P^* H_{\ell}^* Q^* = P^* H^* Q^*
$$

$$
= P^* H^* \cdot M^* \nabla g(\theta^*) \left[ \nabla g(\theta^*)^\top M^* \nabla g(\theta^*) \right]^{-1} = P^* \nabla g(\theta^*) \left[ \nabla g(\theta^*)^\top M^* \nabla g(\theta^*) \right]^{-1}
$$

$$
= 0
$$

where we use the fact that $P^* \nabla g(\theta^*) = 0$ in the last equality. This result reproduces the asymptotical uncorrelation result for low dimensional models in [5].

### 2.3.1 Approximate the Hessian inverse

We discuss some practical approaches to approximate the Hessian inverse step in our method. Recall from (2.18) that we could use the following estimator

$$
P = M - M \nabla g(\hat{\theta}) \left[ \nabla g(\hat{\theta})^\top M \nabla g(\hat{\theta}) \right]^{-1} \nabla g(\hat{\theta})^\top M
$$

where $M$ is an approximation of the true $M^*$ and $M^*$ is the exact inverse of $H_{\ell}^*(\theta^*) + \mu^* H_g(\theta^*)$. For notation simplicity we denote $H^* = H_{\ell}^*(\theta^*) + \mu^* H_g(\theta^*)$ and its sample version $\hat{H} = H_{\ell}(\hat{\theta}) + \hat{\mu} H_g(\hat{\theta})$. In practice we could choose $M$ as an approximate inverse of $\hat{H}$. We then
discuss the choices of $M$ under Case 1 and Case 2, respectively.

**Case 1.** Under Case 1 where $\mu^* = 0$, we have $H^* = H^*_\ell(\theta^*)$ and hence we only need to approximate the inverse of the Hessian of loss function $\ell(\theta)$. Note that this step is the same when we deal with high dimensional unconstrained problems. In low dimensions we can calculate $M$ by taking the matrix inverse on $H^*_\ell(\hat{\theta})$ directly and obtain a consistent estimator, as shown in [5]. In high dimensions we have to approximate. There is a vast literature on approximating the inverse of the Hessian matrix [166, 362, 309, 237], and all of them give the same asymptotic approximation error. Here we briefly review two of them: the desparsify method proposed in [309] designed for linear regression (although it is straightforward to generalize), and the decorrelation method proposed in [237] for the general model.

**Desparsify method in [309] (nodewise Lasso)** Consider the linear regression setting with $y = X\theta^* + \epsilon$. For each $j = 1, \ldots, p$, denote $X_j$ as the $j^{th}$ column of $X$ and $X_{\setminus j}$ as the design matrix $X$ without the $j^{th}$ column, we solve for the following problem

$$
\hat{\gamma}_j = \arg\min_{\gamma} \frac{1}{2n} \| X_j - X_{\setminus j} \gamma \|_2^2 + \lambda_j \| \gamma \|_1.
$$

We then construct $C \in \mathbb{R}^{p \times p}$ as $c_{j,j} = 1$ and $c_{j,\setminus j} = -\hat{\gamma}_j$ where $c_{j,\setminus j}$ denotes the $j^{th}$ row of $C$ without the $j^{th}$ column. Next, we define $T = \text{diag}(\tau^2_1, \ldots, \tau^2_p)$ with $\tau^2_j = \| X_j - X_{\setminus j} \hat{\gamma}_j \|_2^2/n + \lambda_j \| \gamma_j \|_1$. The approximate Hessian inverse $M$ is given by $M = T^{-1} C$.

**Decorrelation method in [237]** For each $j = 1, \ldots, p$, denote $H_{j,j}$ as the $j^{th}$ row, $j^{th}$ column of $H(\hat{\theta})$; denote $H_{j,\setminus j}$ as the $j^{th}$ row of $H(\hat{\theta})$ without the $j^{th}$ column; denote $H_{\setminus j,j}$ as $H(\hat{\theta})$ without the $j^{th}$ row and $j^{th}$ column. We solve for the following problem

$$
\hat{w}_j = \arg\min_w \| w \|_1 \text{ subject to } \| H_{j,\setminus j} - w^T H_{\setminus j,j} \|_\infty \leq \lambda_j.
$$

Define $\tau_j = H_{j,j} - H_{j,\setminus j} \hat{w}_j$, The approximate Hessian inverse $M \in \mathbb{R}^{p \times p}$ is constructed.
as \( m_{j,j} = 1/\tau_j \) and \( m_{j,j} = -\hat{w}_j/\tau_j \).

Case 2. Under Case 2 we aim to approximate the inverse of \( \hat{H} = H_\ell(\hat{\theta}) + \hat{\mu}H_g(\hat{\theta}) \). First notice that if the constraint is linear, then \( H_g(\hat{\theta}) = 0 \) and it degenerates to Case 1. For non-linear constraint, we see that the Hessian matrix of the constraint \( g(\theta) \) also plays a role and reshape the eigenvalue-structure of \( H_\ell(\hat{\theta}) \). In general, this step is problem specific and it depends on how the constraint help to reshape the eigenvalue-structure. For example, when the constraint consists of \( \|\theta\|_2^2 \), then we have \( H_g(\hat{\theta}) \) consists of identity matrix. We can then obtain \( M \) as the (pseudo-)inverse of \( \hat{H} \). See Section 2.6.2 for an example.

### 2.4 Theoretical result

In this section we provide theoretical results on the proposed estimator. We start from stating some mild assumptions on the model.

**Assumption 3** (Convergence rate for \( \theta \)). *We have the convergence rate*

\[
\lim_{n \to \infty} \mathbb{P}(\|\hat{\theta} - \theta^*\|_1 \leq \gamma_1(n)) = 1 \tag{2.23}
\]

*Moreover, for any \( \bar{\theta}_i = \theta^* + \bar{u}_i(\hat{\theta} - \theta^*) \) for some \( 0 \leq \bar{u}_i \leq 1 \) with \( i = 1, 2, 3 \), we have*

\[
\lim_{n \to \infty} \mathbb{P}\left( \sup_{\bar{\theta}_1, \bar{\theta}_2} \|I - M^*[H_\ell(\bar{\theta}_1) + \hat{\mu}H_g(\bar{\theta}_2)]\|_\infty \leq \gamma_2(n) \right) = 1
\]

\[
\lim_{n \to \infty} \mathbb{P}\left( \sup_{\bar{\theta}_3} \|\nabla g(\theta^*)[\nabla g(\theta^*)^\top \nabla g(\theta^*)]^{-1}[\nabla g(\bar{\theta}_3) - \nabla g(\theta^*)]^\top\|_\infty \leq \gamma_3(n) \right) = 1 \tag{2.24}
\]

\[
\lim_{n \to \infty} \mathbb{P}(\|(P - P^*) : \hat{\tau}\|_\infty \leq \gamma_4(n)) = 1
\]

**Assumption 4** (Convergence rate for \( \mu \)). *For any \( \bar{\theta}_i = \theta^* + \bar{u}_i(\hat{\theta} - \theta^*) \) for some \( 0 \leq \bar{u}_i \leq 1 \)
with \( i = 1, 2, 3 \), We have the convergence rate

\[
\lim_{n \to \infty} \mathbb{P} \left( \sup_{\hat{\theta}_1, \hat{\theta}_2} \left\| \left[ \nabla g(\theta^*)^\top M^* \nabla g(\theta^*) \right]^{-1} \nabla g(\theta^*)^\top \left[ I - M^* [H_\ell(\hat{\theta}_1) + \hat{\mu} H_g(\hat{\theta}_2)] \right] \right\|_\infty \leq \gamma_5(n) \right) = 1
\]

\[
\lim_{n \to \infty} \mathbb{P} \left( \sup_{\hat{\theta}_3} \left\| \left[ \nabla g(\theta^*)^\top M^* \nabla g(\theta^*) \right]^{-1} \left[ \nabla g(\hat{\theta}_3) - \nabla g(\theta^*) \right]^\top \right\|_\infty \leq \gamma_6(n) \right) = 1
\]

\[
\lim_{n \to \infty} \mathbb{P} \left( \|(Q - Q^*)^\top \hat{\tau}\|_\infty \leq \gamma_7(n) \right) = 1
\]

(2.25)

**Assumption 5** (Central limit theorem). For any matrix \( V^* \) such that \( \mathbb{E}[V^* \nabla \ell_i(\theta^*)] = \kappa \), we have

\[
\sqrt{n} \left( V^* \cdot \nabla \ell(\theta^*) - \kappa \right) \rightarrow \mathcal{N}\left( 0, V^* \mathcal{I}(\theta^*) V^*^\top \right)
\]

where \( \mathcal{I}(\theta^*) \) is the Fisher information matrix if \( \ell(\cdot) \) is given by negative log-likelihood function, or some appropriate problem specific covariance matrix otherwise.

Assumption 3 and 4 provide problem specific rates for the estimation and approximation errors. In particular, (2.23) measures the estimation error on \( \hat{\theta} \); the first line in (2.24) and (2.25) measure the approximation on Taylor expansion with intermediate values; the second line in (2.24) and (2.25) assume that the constraint function is well-behaved around \( \theta^* \); the third line in (2.24) and (2.25) measure the error on approximating \( P^*, Q^* \) with the sample version. For most of the problems, all these terms \( \gamma_i(n) \) can be shown to converge to 0, although they may be at different rates which are problem-specific. Assumption 5 is standard central limit theorem result and can be obtained by verifying the Lindeberg’s condition. We are then ready for our main theorem.

**Theorem 6.** Consider the general constrained optimization problem (2.4). Suppose Assumption 3 and 5 are satisfied and suppose that \( n^{1/2} (\gamma_1(n)(\gamma_2(n) + \gamma_3(n)) + \gamma_4(n)) = o(1) \), then the estimator \( \theta_{est} \) constructed in (2.17) satisfies

\[
\sqrt{n} (\theta_{est} - \theta^*) = W_\theta + \Delta_\theta,
\]
where $\|\Delta \theta\|_{\infty} = o_P(1)$ and

$$W_\theta = P^* \cdot \sqrt{n} \nabla \ell(\theta^*) \sim \mathcal{N} \left( 0, P^* \mathcal{I}(\theta^*) P^{*\top} \right).$$

Furthermore, suppose Assumption 4 is satisfied and suppose that $n^{1/2}(\gamma_1(n)(\gamma_5(n) + \gamma_6(n)) + \gamma_7(n)) = o(1)$, then the estimator $\mu_{\text{est}}$ constructed in (2.20) satisfies

$$\sqrt{n}(\mu_{\text{est}} - \mu^*) = W_\mu + o_P(1)$$

where

$$W_\mu = -\sqrt{n} \left( Q^{*\top} \cdot \nabla \ell(\theta^*) + \mu^* \right) \sim \mathcal{N} \left( 0, Q^{*\top} \mathcal{I}(\theta^*) Q^* \right).$$

Remark 7. We show that by using our method and considering the equality constraint, we can reduce the asymptotic variance of the estimator, and therefore the confidence interval can be narrower and the hypothesis testing will have greater power. In this section since we need to compare with the case where we ignore the constraint, we focus on Case 1 only (otherwise the unconstrained problem would be meaningless). Intuitively, by considering the constraint we utilize additional information and this would help to reduce the uncertainty about our estimation. If we ignore the constraint, we would solve for the following unconstrained problem

$$\min_\theta \ell(\theta) + P_\lambda(\theta)$$

and obtain an unconstrained estimator $\hat{\theta}_{\text{un}}$. Starting from the unconstrained optimality condition $\nabla \ell(\hat{\theta}_{\text{un}}) + \hat{\tau}_{\text{un}} = 0$ and follow the similar procedure described in Section 4.2, the proposed estimator would be

$$\theta_{\text{est}, \text{un}} = \hat{\theta}_{\text{un}} + M^* \cdot \hat{\tau}_{\text{un}} = \theta^* - M^* \cdot \nabla \ell(\theta^*) + o_P(1/\sqrt{n})$$
and this gives
\[
\sqrt{n}(\theta_{\text{est},un} - \theta^*) = -M^* \cdot \sqrt{n} \nabla \ell(\theta^*) + o_P(1) \to N\left(0, M^*\mathcal{I}(\theta^*)M^*^\top\right)
\]

We can see that the asymptotic variance is \(M^*\mathcal{I}(\theta^*)M^*^\top\) if we ignore the constraint; while by taking the constraint into consideration, the asymptotic variance of our estimator is \(P^*\mathcal{I}(\theta^*)P^*^\top\). Recall that \(P^* = M^* - P_M(\theta^*) \cdot M^*\), we obtain
\[
P^*\mathcal{I}(\theta^*)P^*^\top = \left[I - P_M(\theta^*)\right] \cdot M^*\mathcal{I}(\theta^*)M^*^\top \cdot \left[I - P_M(\theta^*)\right]
\]

Since \(P_M(\theta^*)\) is a projection matrix, we have that \(I - P_M(\theta^*)\) is also a projection matrix (project to the orthogonal complement). Therefore, \(I - P_M(\theta^*)\) is a non-expansion and hence our estimator has a smaller variance. The amount of variance reduction depends on the size of the projection subspace. Intuitively, if we have more constraints, then the subspace is larger and hence we get much more variance reduction.

### 2.5 Semiparametric efficiency

In this section, we show that our proposed estimator enjoys the smallest asymptotic variance, and is therefore an efficient estimator. In low dimensional settings, it is well-known that the maximum likelihood estimator is asymptotically efficient under mild conditions. See [37, 310] for the traditional results in low dimensions. When taking the constraint into account in low dimensions, several works have established the lower bound on the variance of the estimator [121, 293, 178]. These results, however, cannot be directly applied to the high dimensional models. For high dimensional models, [309] established the asymptotic optimality in terms of semiparametric efficiency for debiased Lasso estimator. Later on, [163] introduced a framework for semiparametric efficiency for sparse high dimensional models. In this section, to prove the efficiency of our proposed estimator on constrained parameter
space, we follow the framework proposed in [163], with a focus on Le Cam’s bound.

Throughout this section we only consider our proposed Case 1 where the constraint serves as additional information and we have $\mu^* = 0$. In addition, we require that the loss function $\ell(\theta)$ is given by a negative log-likelihood function, so that the Hessian matrix is identical to the Fisher information matrix: $H^*_\ell(\theta^*) = \mathcal{I}(\theta^*)$. As a result, $M^*$ is the inverse of the Fisher information matrix: $M^* \cdot \mathcal{I}(\theta^*) = I$. The score function is denoted as $s(\theta) = \nabla \ell(\theta)$.

We first follow the framework in [163] to calculate the minimal asymptotic variance of an estimator, when we have equality constraints on $\theta$. Suppose the parameter of interest is $f(\theta^*)$ where $f$ is a one-dimensional function. Following the setup in [163], we construct a sequence of true parameters $\{\theta^*_n\}$ satisfying the constraint $g(\theta^*_n) = 0$ and also

$$
\|\theta^*_n\|_0 \leq c_1 s_n \text{ and } \|\theta^*_n\|_2 \leq c_2
$$

for some constant $c_1, c_2$, and the sparsity level $s_n$ will be specified later. Let $x^1, \ldots, x^n$ be i.i.d. samples from the model with log-likelihood function $\ell(\theta^*_n)$. For many of the applications, an estimator $T_n$ of $f(\theta^*_n)$ can be written as the following linear form

$$
T_n - f(\theta^*_n) = \frac{1}{n} \sum_{i=1}^n \varphi_{\theta^*_n}(x^i) + o(n^{-1/2})
$$

where $\varphi_{\theta^*_n}$ is an “influence function” satisfying $\mathbb{E} \varphi_{\theta^*_n}(x^i) = 0$ with a finite variance $V_{\theta^*_n} = \mathbb{E} \varphi_{\theta^*_n}^2(x^i) = O(1)$. With the sequence $\{\theta^*_n\}$, we are interested in deriving the asymptotic variance of a sequence $\tilde{\theta}_n$ satisfying the constraint $g(\tilde{\theta}_n) = 0$ and also

$$
\|\tilde{\theta}_n\|_0 \leq c_1 s_n, \|\tilde{\theta}_n\|_2 \leq c_2, \text{ and } \|\theta^*_n - \tilde{\theta}_n\|_2 \leq c/\sqrt{n} \quad (2.26)
$$

In the following, we denote $h = \sqrt{n}(\tilde{\theta}_n - \theta^*_n)$. To derive the asymptotic variance, we impose the following assumptions adopted from the Condition (D1) - (D3) in [163].

**Assumption 8.** The score function $s(\theta)$ is twice differentiable with a finite second derivative.
The function \( f(\theta) \) is differentiable in that
\[
f(\tilde{\theta}_n) - f(\theta_n^*) = \nabla f(\theta_n^*)^\top (\tilde{\theta}_n - \theta_n^*) + o(n^{-1/2})
\]

The Lindberg’s condition is satisfied in that for all \( \epsilon > 0 \) we have
\[
\lim_{n \to \infty} \mathbb{E}_{\theta_n^*} \left[ \varphi_{\theta_n^*} + h^\top s_{\theta_n^*} \right]^2 \cdot 1_{|\varphi_{\theta_n^*} + h^\top s_{\theta_n^*}| > \epsilon \sqrt{n}} = 0
\]
Furthermore, we have \( 0 < c_{\min} < \lambda_{\min}(\mathcal{I}(\theta_n^*)) < \lambda_{\max}(\mathcal{I}(\theta_n^*)) < c_{\max} < \infty \) and
\[
\left\| \frac{1}{n} \sum_{i=1}^{n} \nabla s_{\theta_i^*} + \mathcal{I}_{\theta_n^*} \right\| = O_p(\lambda)
\]
for some \( \lambda \). The sparsity level is set as \( s_n = o\left(\max\{1/\lambda, n^{1/3}\}\right) \).

The following theorem specifies the lower bound on the asymptotic variance.

**Theorem 9.** Let \( \tilde{\theta}_n \) satisfy (2.26). Denote \( h = \sqrt{n}(\tilde{\theta}_n - \theta_n^*) \). Suppose Assumption 8 is satisfied and
\[
\mathbb{E}(\varphi_{\theta_n^*} h^\top s_{\theta_n^*}) - h^\top \nabla f(\theta_n^*) = o(1)
\]
(2.27)

Then we have
\[
\sqrt{n}\left( T_n - f(\tilde{\theta}_n) \right) \rightarrow \mathcal{N}(0, V_{\theta_n^*})
\]
(2.28)

For \( \tilde{\theta}_n = \theta_n + \tilde{u}(\theta_n^* - \theta_n) \) with \( \tilde{u} \in [0, 1] \), let
\[
\Delta(\tilde{\theta}_n; \theta_n^*) = \nabla g(\tilde{\theta}_n) \left( \nabla g(\tilde{\theta}_n)^\top \mathcal{I}^{-1} \nabla g(\tilde{\theta}_n) \right)^{-1} \nabla g(\tilde{\theta}_n)^\top - \nabla g(\theta_n^*) \left( \nabla g(\theta_n^*)^\top \mathcal{I}^{-1} \nabla g(\theta_n^*) \right)^{-1} \nabla g(\theta_n^*)^\top
\]

Suppose the constraint function \( g(\theta) \) is smooth such that
\[
\lim_{n \to \infty} \sup_{\tilde{\theta}_n} \nabla f(\theta_n^*)^\top \mathcal{I}^{-1} \cdot \Delta(\tilde{\theta}_n; \theta_n^*) \cdot \mathcal{I}^{-1} \nabla f(\theta_n^*) = 0.
\]
(2.29)
Then the variance $V_{\theta_n^*}$ satisfies

$$V_{\theta_n^*} \geq \nabla f(\theta_n^*)^\top \left[ I^{-1} - I^{-1}\nabla g(\theta_n^*) \left( \nabla g(\theta_n^*)^\top I^{-1} \nabla g(\theta_n^*) \right)^{-1} \nabla g(\theta_n^*)^\top I^{-1} \right] \nabla f(\theta_n^*) + o(1).$$

(2.30)

Condition (2.27) is known to be satisfied for most of the traditional settings. See [163]. Condition (2.29) is a mild condition such that $g(\theta)$ is smooth. The proof of Theorem 9 is relegated to Appendix 2.9.4.

On the other hand, we calculate the asymptotic variance obtained by our approach. According to Theorem 6, our proposed estimator $\theta_{\text{est}}$ satisfies

$$\sqrt{n}(\theta_{\text{est}} - \theta^*) \to \mathcal{N}(0, P^* \mathcal{I}(\theta^*) P^*^\top).$$

Recall that $P^*$ is defined in (2.13), and according to (2.50) we can write $P^* = M^* - P_M(\theta^*) M^*$ with

$$P_M(\theta^*) = M^* \nabla g(\theta^*) \left[ \nabla g(\theta^*)^\top M^* \nabla g(\theta^*) \right]^{-1} \nabla g(\theta^*)^\top$$

Some simple calculation yields

$$P^* \mathcal{I}(\theta^*) P^*^\top = \left( M^* - P_M(\theta^*) M^* \right) \cdot \mathcal{I}(\theta^*) \cdot \left( M^* - P_M(\theta^*) M^* \right)^\top$$

$$= M^* - M^* P_M(\theta^*)^\top - P_M(\theta^*) M^* + P_M(\theta^*) M^* P_M(\theta^*)^\top$$

$$= M^* - P_M(\theta^*) M^*$$

Applying the Delta method, we have

$$\sqrt{n}(f(\theta_{\text{est}}) - f(\theta^*)) \to \mathcal{N}
\left( 0, \nabla f(\theta^*)^\top \left[ M^* - P_M(\theta^*) M^* \right] \cdot \nabla f(\theta^*) \right).$$

(2.31)

We then obtain the asymptotic variance of our proposed estimator. Since $M^* = \mathcal{I}^{-1}$,
it is straightforward to verify that the variance obtained by our proposed method in (2.31) is the same as the minimal population variance in (2.30). This shows that our proposed estimator is asymptotic efficient. The form of the minimal variance is analogous to those in low dimension setting [178].

2.6 Applications to specific models

In this section we present some applications of our proposed methodology and show how to apply them to several commonly used equality constrained problems. Specifically, in Section 2.6.1 we discuss linear regression with linear constraint; Section 2.6.2 is for sparse PCA; Section 2.6.3 for single index model.

2.6.1 Linear regression with a linear constraint

We first consider the simplest case where the model is linear regression and the constraint is linear equality constraint. Specifically, we observe $y = X\theta^* + \epsilon$ where $y \in \mathbb{R}^{n \times 1}$, $X \in \mathbb{R}^{n \times p}$, and $\theta^* \in \mathbb{R}^{p \times 1}$. Here we focus on the random design for $X$. The true parameter $\|\theta^*\| = s$ is sparse and $\epsilon \sim \mathcal{N}(0,\sigma^2 I)$. Throughout this section we assume $\sigma^2$ is known, and in practice it can be estimated by any consistent estimator. The objective function is $\ell(\theta) = \frac{1}{2n}\|y - X\theta\|^2_2$ and the constraint is $g(\theta) = A^\top \theta - r = 0$ where $r = A^\top \theta^*$ so that the true parameter $\theta^*$ satisfies the constraint. This gives $\nabla \ell(\theta) = \frac{1}{n}X^\top (X\theta - y)$, $H_\ell(\theta) = \frac{1}{n}X^\top X$, $\nabla g(\theta) = A$, and $H_g(\theta) = 0$. We see that both the Hessian $H_\ell(\theta)$ and the gradient $\nabla g(\theta)$ do not depend on $\theta$.

For notation simplicity we write $H = \frac{1}{n}X^\top X$.

In low dimensions, it is shown in [9] that we can solve the problem in closed form with the constrained least squares (CLS) estimator given by

$$\hat{\theta}_{CLS} = \hat{\theta}_{OLS} - (X^\top X)^{-1}A\left(A^\top (X^\top X)^{-1}A\right)^{-1}(A^\top \hat{\theta}_{OLS} - r).$$

where $\hat{\theta}_{OLS} = (X^\top X)^{-1}(X^\top y)$ is the usual OLS estimator. In high dimensions, since the
true parameter \( \theta^* \) is sparse, we consider the \( L_1 \) regularized constrained optimization problem

\[
\min_{\theta} \frac{1}{2n} \| y - X \theta \|_2^2 + \lambda \| \theta \|_1
\]

\[\text{s.t. } A^\top \theta - r = 0 \tag{2.32}\]

In practice, we can use the projected proximal gradient descent algorithm in Appendix 2.9.1 to solve for (2.32) to obtain \( \hat{\theta} \) and the subgradient \( \hat{\tau} \in \partial \| \hat{\theta} \|_1 \) satisfying

\[
\lambda \tau = \frac{1}{n} X^\top (y - X \hat{\theta}) - A \cdot \hat{\mu}
\]

Since we can always obtain a consistent estimator from linear regression with enough samples, this problem corresponds to Case 1, and it is straightforward to verify that \( \mu^* = 0 \).

In the methodology presented for general problem in Section 4.2, we have to define a population version \( P^* \) in the theoretical analysis, and plug in an estimator \( P \) in practice. This is because in order to apply Central Limit Theorem in (2.19), we must make sure that \( P^* \) is independent with the samples. If we instead use \( P \) in the theoretical analysis, then it breaks down the independence and hence the Central Limit Theorem is no longer valid. However, in the current setting, we have \( \nabla \ell(\theta^*) = \frac{1}{n} X^\top \epsilon \) to be always normally distributed and so is \( P \cdot \nabla \ell(\theta^*) \) as long as \( P \) is independent with \( \epsilon \). Therefore, we can avoid defining \( P^* \) and instead we only need to define the sample versions as

\[
P = M - MA\left[ A^\top MA \right]^{-1} A^\top M
\]

\[
Q = MA\left[ A^\top MA \right]^{-1}
\]

\[
R = -\left[ A^\top MA \right]^{-1}
\]

where \( M \) denotes the approximate inverse of the Hessian matrix \( H \), which has been extensively studied in the literature [166, 362, 309, 237]. Here we follow the nodewise Lasso method in [309] as described in Section 2.3. In this way we avoid using \( P^* \) and bounding the error
terms as in Assumption 3. The proposed estimator is

\[ \theta_{\text{est}} = \hat{\theta} + P \cdot \lambda \hat{\tau} \quad (2.34) \]

We then obtain the following theorem for linear regression with linear constraint problem with random design. It is asymptotically equivalent with the method in [277]. The sample complexity \( s^2 \log^2 p/n = o(1) \) is in line with the literature on the unconstrained case. Note that it is straightforward to generalize our result to a fixed design case. See Theorem 2.1 in [309].

**Theorem 10.** Consider the linear model with linear constraint problem where the rows of \( X \) are i.i.d. samples from Gaussian distribution \( \mathcal{N}(0, \Sigma) \) with \( \max_j \Sigma_{j,j} = \mathcal{O}(1) \). Suppose also \( \lambda_{\text{min}}(\Sigma) \geq c_{\text{min}} \) for some positive constant \( c_{\text{min}} > 0 \) where \( \lambda_{\text{min}}(\Sigma) \) denotes the smallest eigenvalue of \( \Sigma \). The regularization parameter is set as \( \lambda = \mathcal{O}(\sqrt{\log p/n}) \) and \( \lambda_j = \mathcal{O}(\sqrt{\log p/n}) \) for all \( j \) in (2.22). Assume \( s^2 \log^2 p/n = o(1) \), we have

\[ \sqrt{n}(\theta_{\text{est}} - \theta^*) = W + \Delta \theta, \]

where \( \|\Delta \theta\|_\infty = o_P(1) \) and

\[ W = P \cdot \frac{1}{\sqrt{n}} X^\top \epsilon \sim \mathcal{N}(0, \sigma^2 PHP^\top). \]

### 2.6.2 Sparse PCA

As another example, we show how our proposed method can be applied to sparse principal component analysis (sparse PCA). In principal component analysis (PCA) [148] researchers aim to estimate the leading eigenvectors of the sample covariance matrix. However, in high dimensions, the classical PCA is shown to be inconsistent in estimating the leading eigenvector [228, 168]. To handle this problem, a common approach is to impose sparsity condition on
the leading vectors, termed sparse PCA. Much progress has been made on sparse PCA in both methodology and theoretical perspective [322, 315, 317, 377, 361, 55, 10], with a focus on the estimation of the sparse eigenvectors. See also [378] for a recent overview. Less focus has been made on the statistical inference on the sparse PCA problem. [160] proposes a debiased approach for sparse PCA problems, with a focus on the first loading vector instead of our focus which is the leading eigenvector. In that way it does not involve the unit norm constraint and the procedure is different from ours. See later Remark 13 at the end of this section for a detailed comparison.

**Problem setup.** In sparse PCA we assume that we observe $x_1, \ldots, x_n$ which are $p$-dimensional random vectors with mean 0 and covariance matrix $\Sigma^*$ given by

$$\Sigma^* = \sum_{i=1}^d \lambda_i u_i u_i^\top,$$

where $\lambda_1 > \lambda_2 \geq \ldots \geq \lambda_p$ are eigenvalues of $\Sigma$ and $u_i$ are the corresponding eigenvectors. Our interest is on the leading eigenvalue $\lambda_1$ and eigenvector $u_1$. Note that we have an eigen-gap ($\lambda_1 > \lambda_2$) for identifiability. From now on, we will denote $\lambda_{\text{max}} = \lambda_1$ as the leading eigenvalue and $\theta^* = u_1$ as the leading eigenvector. In addition, we further assume that $\theta^*$ is sparse with $\|\theta^*\|_0 = s$. Denote $\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^n x_i x_i^\top$ as the sample covariance matrix, the objective function we would like to maximize is $\ell(\theta) = \frac{1}{2} \theta^\top \hat{\Sigma} \theta$ with $\nabla \ell(\theta) = \hat{\Sigma} \theta$ and $H_\ell(\theta) = \hat{\Sigma}$. Since we could always scale $\theta$ to obtain larger or smaller objective value, as a natural identifiability constraint on PCA, we have the constraint given by $g(\theta) = \frac{1}{2} (\|\theta\|_2^2 - 1)$ with $\nabla g(\theta) = \theta$ and $H_g(\theta) = I$. Compared to the standard PCA setting, we include additional factors $1/2$ to both the objective and constraint function so that the gradient and Hessian do not involve any multiplicative constant.
The population version of the problem is given by

$$
\max_\theta \frac{1}{2} \theta^\top \Sigma^* \theta \\
\text{s.t.} \quad \frac{1}{2} \|\theta\|^2_2 = \frac{1}{2}
$$

with the Lagrangian function

$$
L^*(\theta, \mu) = \frac{1}{2} \theta^\top \Sigma^* \theta + \frac{1}{2} \mu (\|\theta\|^2_2 - 1)
$$

Clearly $\theta^*$ is the solution to the expected version problem. Denote $\mu^*$ as the corresponding Lagrangian multiplier, we have the KKT condition

$$
\Sigma^* \theta^* + \mu^* \theta^* = 0 \\
\frac{1}{2} \|\theta^*\|^2_2 = \frac{1}{2}
$$

From the fact that $\Sigma^* \theta^* = \lambda_{\max} \theta^*$ we conclude that $\mu^* = -\lambda_{\max}$. Therefore, the analysis on the Lagrangian multiplier would provide asymptotic inference on the leading eigenvalue.

**Find consistent $\hat{(\theta, \mu)}$.** In order to apply our proposed method, we first need to find consistent estimators $\hat{(\theta, \mu)}$ satisfying $\|\hat{\theta}\|_2 = 1$. There are many practical algorithms that could efficiently find such $\hat{\theta}$ with the minimax rate $\|\hat{\theta} - \theta^*\|_2 = \mathcal{O}_P(\sqrt{s \log p/n})$, for example, see [316, 322]. Throughout this section we ignore the fact that $\hat{\theta}$ is identifiable up to the sign, and assume that $\hat{\theta}$ are in the same direction of $\theta^*$ so that the minimax rate holds. Furthermore, we could perform a hard-thresholding step with sparsity level $\mathcal{O}(s)$ on $\hat{\theta}$ such that $\|\hat{\theta}\|_0 = \mathcal{O}(s)$, and then normalize to keep the unit norm. According to Lemma 3.3 in [203], this hard thresholding step only amplifies the error rate by a constant, and hence the minimax rate $\|\hat{\theta} - \theta^*\|_2 = \mathcal{O}_P(\sqrt{s \log p/n})$ still holds. Another important observation is that

$$
\theta^*^\top (\hat{\theta} - \theta^*) = \left[ \frac{1}{2}(\hat{\theta} + \theta^*) - \frac{1}{2}(\hat{\theta} - \theta^*) \right]^\top (\hat{\theta} - \theta^*) = -\frac{1}{2} \|\hat{\theta} - \theta^*\|_2^2
$$

(2.35)
is a higher order infinitesimal, where we use the fact that $\|\hat{\theta}\|_2 = \|\theta^*\|_2 = 1$.

Next, we need to find a $\hat{\mu}$ that is a consistent estimator of $\mu^*$. Since we know that $\mu^* = -\lambda_{\text{max}}$, we could use the following estimator

$$\hat{\mu} = -\hat{\theta}^\top \hat{\Sigma} \hat{\theta}$$  \hspace{1cm} (2.36)

In order to quantify the error rate of $\hat{\mu}$, we first quantify the error rate on $\hat{\Sigma}$. According to Lemma 5.3 in [322], with high probability we have $\|\hat{\Sigma} - \Sigma^*\|_{2,d} = \mathcal{O}_p(\sqrt{d \log p/n})$ for any $d < p/2$, where we define

$$\|\hat{\Sigma} - \Sigma^*\|_{2,d} = \sup_{\|v\|_0 \leq d, \|v\|_2 = 1} |v^\top (\hat{\Sigma} - \Sigma^*)v|$$

Therefore, for any $u, v$ with $\|u\|_0 = \mathcal{O}(s), \|v\|_0 = \mathcal{O}(s)$ and $\|u\|_2 = \|v\|_2 = 1$ we have

$$|u^\top (\hat{\Sigma} - \Sigma^*)v| = \left|\left(\frac{u + v}{2}\right)^\top (\hat{\Sigma} - \Sigma^*)\left(\frac{u + v}{2}\right) - \left(\frac{u - v}{2}\right)^\top (\hat{\Sigma} - \Sigma^*)\left(\frac{u - v}{2}\right)\right| = \mathcal{O}_p\left(\frac{s \log p}{n}\right)$$

We then have

$$|\mu^* - \hat{\mu}| = |\hat{\theta}^\top (\hat{\Sigma} - \Sigma^*)\hat{\theta} + \hat{\theta}^\top \Sigma^* \hat{\theta} - \lambda_{\text{max}}|$$

$$\leq |\hat{\theta}^\top (\hat{\Sigma} - \Sigma^*)\hat{\theta}| + |(\hat{\theta} - \theta^*)^\top \Sigma^* (\hat{\theta} - \theta^*)| + |\theta^*^\top \Sigma^* \theta^* + 2(\hat{\theta} - \theta^*)^\top \Sigma^* \theta^* - \lambda_{\text{max}}|$$

$$= \mathcal{O}_p\left(\sqrt{\frac{s \log p}{n}}\right) + \mathcal{O}_p\left(\frac{s \log p}{n}\right) + \mathcal{O}_p\left(\frac{s \log p}{n}\right)$$

$$= \mathcal{O}_p\left(\sqrt{\frac{s \log p}{n}}\right)$$  \hspace{1cm} (2.37)

where we use (2.35) for the last term in the second equality. We then find a consistent estimator $\hat{\mu}$ with the error rate given by (2.37).

**Find $P^*$**. The next step is to find the inverse of the Hessian matrix. Denote $H^* = \Sigma^* + \mu^* I$ as the population version Hessian matrix. Since $\mu^* = -\lambda_{\text{max}}$, we can verify that the
eigenvalues of $H^*$ are given by $0, \lambda_2 - \lambda_{\text{max}}, ..., \lambda_p - \lambda_{\text{max}}$ with corresponding eigenvectors $u_1, ..., u_p$. Denote $U = [u_1, u_2, ..., u_p]$ with $UU^\top = U^\top U = I$, this gives the matrix form expression

$$H^* = U \cdot \text{diag}(0, (\lambda_2 - \lambda_{\text{max}}), ..., (\lambda_p - \lambda_{\text{max}})) \cdot U^\top$$

We then see that $H^*$ is not invertible and we could not obtain an exact inverse $M^*$. Fortunately, this problem can be solved in the following way. First, we observe that the choice of $M^*$ (and the subsequent $P^*, Q^*, R^*$) is to make sure that the error term is negligible, and the error term consists of multiplication with $\hat{\theta} - \theta^*$ according to (2.15). Next, we see that the Hessian $H^*$ has eigenvalue 0 only in the direction of the first eigenvector $u_1 = \theta^*$. According to (2.35), the inner product of $\theta^*$ and $\hat{\theta} - \theta^*$ is a higher-order infinitesimal. Therefore, although we could not invert $H^*$ in the direction of $\theta^*$, this will not affect the order of the error term since $\theta^*$ is almost perpendicular to $\hat{\theta} - \theta^*$. Motivated by this observation, we could choose

$$M^* = U \cdot \text{diag}(0, (\lambda_2 - \lambda_{\text{max}})^{-1}, ..., (\lambda_p - \lambda_{\text{max}})^{-1}) \cdot U^\top \quad (2.38)$$

In fact, this choice of $M^*$ is the Moore-Penrose pseudo-inverse of $H^*$. We can verify that

$$I - M^* H^* = I - U \cdot \text{diag}(0, 1, 1, ..., 1) \cdot U^\top = I - (u_2 u_2^\top + ... + u_p u_p^\top) = u_1 u_1^\top \quad (2.39)$$

This gives $(I - M^* H^*) u_1 = u_1$ and $(I - M^* H^*) u_j = 0$ for all $j = 2, ..., p$ and hence the linear combination of them. We then see that this $M^*$ is an appropriate inverse of $H^*$ except for the direction of $\theta^*$. Moreover, we have

$$M^* \theta^* = U \cdot \text{diag}(0, (\lambda_2 - \lambda_{\text{max}})^{-1}, ..., (\lambda_p - \lambda_{\text{max}})^{-1}) \cdot U^\top u_1 = U \cdot \text{diag}(0, (\lambda_2 - \lambda_{\text{max}})^{-1}, ..., (\lambda_p - \lambda_{\text{max}})^{-1}) \cdot e_1 = 0 \quad (2.40)$$
This motivates the choice of $P^*, Q^*$, and $R^*$ as

$$P^* = M^*, \quad Q^* = \theta^*, \quad \text{and} \quad R^* = 0$$

**Construct estimator.** Finally we construct the proposed estimator. According to (2.7), we define $\hat{\tau}$ as

$$\hat{\tau} = -\nabla \ell(\hat{\theta}) - \nabla g(\hat{\theta}) \cdot \hat{\mu} = -\hat{\Sigma} \hat{\theta} - \hat{\theta} \cdot \hat{\mu} = -(\hat{\Sigma} + \hat{\mu} I) \cdot \hat{\theta}$$

Denote $\hat{H} = \hat{\Sigma} + \hat{\mu} I$ as the sample Hessian matrix. According to (2.17) and (2.20), the proposed estimators are

$$\theta_{\text{est}} = \hat{\theta} - M \cdot \hat{\tau} = \hat{\theta} - M(\hat{\Sigma} + \hat{\mu} I) \hat{\theta} \quad (2.41)$$

and

$$\mu_{\text{est}} = \hat{\mu} - \hat{\theta}^\top \cdot \hat{\tau} = \hat{\mu} - \hat{\theta}^\top \cdot (\hat{\Sigma} + \hat{\mu} I) \hat{\theta}. \quad (2.42)$$

In fact, according to the definition of $\hat{\mu}$ in (2.36) we can verify that $\hat{\theta}^\top \cdot (\hat{\Sigma} + \hat{\mu} I) \hat{\theta} = \hat{\theta}^\top \hat{\Sigma} \hat{\theta} + \hat{\mu} \cdot \|\hat{\theta}\|_2^2 = 0$. This means that we are not doing any modification on $\hat{\mu}$, and $\hat{\mu}$ itself is the proposed estimator that is unbiased and asymptotically normal.

To obtain valid statistical inference on eigenvector and eigenvalue, we impose the following assumption on the sparse PCA model.

**Assumption 11.** Each $x_i$ is sampled from a sub-Gaussian distribution with zero mean and covariance matrix $\Sigma^*$. The leading eigenvector $\theta^* = u_1$ is assumed to be sparse: $\|\theta^*\|_0 = s$. Denote $m_j^*$ as the $j^{th}$ row of $M^*$ defined in (2.38), we assume $\|m_j^*\|_0 = s$, and $\|m_j^*\|_2 = O(1)$.

We use the same $s$ for the sparsity level of $\theta^*$ and $m_j^*$ for notation simplicity. The sparsity condition on $m_j^*$ is necessary to obtain an accurate estimation of $M$. This assumption is also
assumed in [160].

**Spiked covariance model.** As an example, consider the spiked covariance model where the covariance matrix $\Sigma^*$ is given as

$$\Sigma^* = I + w \cdot \theta^* \theta^{*\top} \tag{2.43}$$

with $\|\theta^*\|_0 = s$ and $\|\theta^*\|_2 = 1$. It is straightforward to calculate that $M^* = -1/w \cdot (I - \theta^* \theta^{*\top})$. We can then verify that $\|m^*_j\|_0 \leq s$ and $\|m^*_j\|_2 \leq 1/w$ for each $j = 1, ..., p$. For that reason, we focus on sparse PCA with a spiked covariance model only in the main text.

For the spiked covariance model, we can calculate that $M^* = -1/w \cdot (I - \theta^* \theta^{*\top})$. Since the maximum eigenvalue is given by $w + 1$ and hence $\mu^* = -w - 1$, we can estimate $w$ by $\hat{w} = -\hat{\mu} - 1$ with $\|\hat{w} - w\|_2 = O_P(\sqrt{s \log p/n})$. We can then estimate $M$ as

$$M = -\frac{1}{\hat{w}} \cdot (I - \hat{\theta} \hat{\theta}^{\top}) \tag{2.44}$$

According to Lemma 16, this gives the error rate

$$\|m_j - m^*_j\|_2 = O_P\left(\sqrt{\frac{s \log p}{n}}\right)$$

We conclude with the following theorem for the sparse PCA problem with a spiked covariance matrix.

**Theorem 12.** Consider the sparse PCA model and suppose the Assumption 11 holds with a spiked covariance matrix. Assume $s^2 \log^2 p/n = o(1)$, the estimator $\theta_{est}$ defined in (2.41) satisfies

$$\sqrt{n}(\theta_{est} - \theta^*) = W_\theta + \Delta_\theta,$$
where \( \|\Delta_\theta\|_\infty = o_p(1) \) and

\[
W_\theta = n^{-1/2} \sum_{i=1}^{n} M^* x_i x_i^\top \theta^* \sim \mathcal{N}(0, \Sigma^*_\theta).
\]

where \( \Sigma^*_\theta \) is estimated by \( \hat{\Sigma}_\theta \) defined in (2.69). Furthermore, the estimator \( \mu_{est} \) defined in (2.42) satisfies

\[
\sqrt{n}(\mu_{est} - \mu^*) = W_\mu + \Delta_\mu
\]

with \( \mu^* = -\lambda_{\text{max}} \), \( \|\Delta_\mu\|_\infty = o_p(1) \) and

\[
W_\mu = n^{-1/2} \sum_{i=1}^{n} \theta^* x_i x_i^\top \theta^* \sim \mathcal{N}(0, \sigma^*_\mu^2).
\]

where \( \sigma^*_\mu^2 \) is estimated by \( \hat{\sigma}^2_\mu \) defined in (2.70).

\[34\]

**Remark 13.** In [160] the authors propose a debiased procedure and obtain statistical inference for high dimensional sparse PCA problem. Different from our focus, their interest is on the first loading vector of the true covariance matrix \( \Sigma^* \) defined as

\[
\beta^* = \arg\min_{\beta} \frac{1}{4} \| \Sigma^* - \beta\beta^\top \|^2_F.
\]

Clearly we have \( \beta^* = \sqrt{\lambda_{\text{max}}} \cdot \theta^* \) where \( \theta^* \) is our focus, the leading eigenvector of \( \Sigma^* \). Since we have \( \|\beta^*\|_2^2 = \lambda_{\text{max}} \) which is unknown in practice, the inference procedure in [160] does not involve norm constraint. Therefore it is different from our proposed method. Moreover, the sample complexity for our method is \( n \gg s^2 \log^2 p \), which matches the result in [160] for the eigenvector. For the maximum eigenvalue, the result in [160] requires \( n \gg s^3 \log^2 p \), and our proposed method improves this sample complexity to \( n \gg s^2 \log^2 p \).
2.6.3 Single index model

Single index model ([137]) is a semi-parametric generalization of the linear model where the response variable depends on the covariates through a composition of a univariate function and a linear transformation. Specifically, let $f(\cdot) : \mathbb{R} \rightarrow \mathbb{R}$ denote an univariate function and let $\theta^* \in \mathbb{R}^p$ be a vector, a single index model is assumes that the response $Y \in \mathbb{R}$ and the covariate $X \in \mathbb{R}^p$ satisfy

$$Y = f(\langle X, \theta^* \rangle) + \epsilon$$

where $\epsilon \in \mathbb{R}$ is the noise independent of $X$. Here $f$ and $\theta^*$ in (2.45) are both unknown parameters and are called the nonparametric and parametric components, respectively. Since $f$ is unknown, the norm of $\theta^*$ can always be absorbed into $f(\cdot)$. For model identifiability, we further assume that $\theta^*$ has unit norm, i.e., $\|\theta^*\|_2 = 1$.

The single index model has received great research interest in both theory and applications thanks to its semi-parametric structure. Specifically, the single index model enjoys extra modeling flexibility than parametric models by having the unknown link function $f$ that incorporates possible model misspecification. Moreover, compared with full-fledged nonparametric models, the single-index model does not suffer from the curse of dimensionality by having a linear component $\langle X, \theta^* \rangle$ that reduces the problem of learning $f$ to a univariate nonparametric regression problem once $\theta^*$ is known. Thus, the semi-parametric modeling of the single-index model strikes a balance between model flexibility and statistical efficiency.

Furthermore, since estimating $f$ via univariate nonparametric methods hinges on how well we can recover $\theta^*$, it is crucial to access the uncertainty of the estimation of $\theta^*$. In the sequel, we apply the inferential method developed in Section 2.3 to the statistical inference of $\theta^*$. Specifically, based on $n$ i.i.d. observations $\{X_i, Y_i\}_{i=1}^n$ of the model in (2.45), we aim to construct an estimator of $\theta^*$ that enjoys asymptotic normality, under the constraint that $\|\theta\|_2 = 1$. Moreover, we consider the high-dimensional setting where $\theta^*$ has $s$ nonzero entries with $s \ll n$, and the dimensionality $p$ of $\theta^*$ is much larger than $n$. For ease of presentation,
we further assume that the distribution of the covariate $X$ is standard Gaussian $N(0, I)$, and we will introduce how to generalize to non-Gaussian settings in Remark 15.

Single index model is rather well studied in the low dimensional settings. See, e.g, [134, 275, 201, 155, 149]) and the references therein for details. However, much progress has been made for high-dimensional single index model only in recent years. For instance, [235, 247, 246, 135, 340, 118] study the statistical error of Lasso-type estimators and [167, 298, 206] propose estimators based on sliced inverse regression [201]. In addition, for single index model whose link function is similar to the quadratic function, also known as the misspecified phase retrieval model [58, 274], [236, 343] propose efficient methods with near-optimal statistical guarantees based on sparse PCA and Wirtinger flow ([58, 54]), respectively. Moreover, only a few work has focused on statistical inference for high-dimensional single index model, which is more related to our work. Specifically, [126] proposes statistical inference for high dimensional partially linear single index model; [145] proposes an inferential procedure for average partial effect in high dimensional single index model. Both of these two approaches are based on the debias/desparsify method [166, 309, 237], and ignore the unit norm constraint in the inference procedure, which are different from our method.

Most of the aforementioned methods estimate $\theta^*$ based on the celebrated Stein’s identity, which extracts information of $\theta^*$ from the correlation between $Y$ and $X$ in the presence of an unknown function $f$.

**First-order Stein’s identity** [288]. Let $X \sim \mathcal{N}(0, I)$ be a random vector and $h : \mathbb{R} \to \mathbb{R}$ be a continuous function such that $\mathbb{E}[\nabla h(X)]$ exists. Then we have $\mathbb{E}[h(X) \cdot X] = \mathbb{E}[\nabla h(X)]$.

According to the first order Stein’s identity, we have

$$
\mathbb{E}[Y \cdot X] = \mathbb{E}[f(\langle X, \theta^* \rangle) \cdot X] = \theta^* \cdot \mathbb{E}[f'(\langle X, \theta^* \rangle)].
$$

Thus, provided that $\mathbb{E}[f'(\langle X, \theta^* \rangle)] \neq 0$, when $n$ is sufficiently large, $n^{-1} \sum_{i=1}^{n} Y_i X_i$ is a reasonable estimator for $\theta^*$ up to scaling. This observation motivates the generalized Lasso
approach proposed in [247, 246]. However, one can easily see that such a method fails when
\( \mathbb{E}[f'(\langle X, \theta^* \rangle)] \neq 0 \), which is the case when the link function \( f \) is symmetric. One such example is the phase retrieval model where we have \( f(u) = u^2 \). In this case, \( Y \) and \( X \) are uncorrelated and we need to utilize the correlation between \( Y \) and the higher moments of \( X \) to extract useful information of \( \theta^* \). We need the following second-order Stein’s identity.

**Second order Stein’s identity** [164]. Let \( X \sim \mathcal{N}(0, I) \) be a random vector and \( h : \mathbb{R} \rightarrow \mathbb{R} \) be a continuous function such that \( \mathbb{E}[\nabla^2 h(X)] \) exists. Let \( T(x) = xx^\top - I \) be the second-order score function of the standard Gaussian distribution. Then we have
\[
\mathbb{E}[h(X) \cdot T(X)] = \mathbb{E}[\nabla^2 h(X)].
\]

Applying the second-order Stein’s identity to the single index model by letting \( h(x) = f(\langle x, \theta^* \rangle) \), we have
\[
\mathbb{E}[Y \cdot T(X)] = \mathbb{E}[Y \cdot (XX^\top - I)] = C_0 \cdot \theta^*\theta^\top
\]
where \( C_0 = 2\mathbb{E}[f''(\langle X, \theta^* \rangle)] \). Thus, even if \( \mathbb{E}[f'(\langle X, \theta^* \rangle)] \) is equal to zero, as long as \( C_0 \neq 0 \), we can nevertheless extract \( \theta^* \) from the covariance between \( Y \) and \( T(X) \). Moreover, from (2.46) we know that \( \theta^* \) is the only non-trivial eigenvector of \( \Sigma^* = \mathbb{E}[Y \cdot T(X)] \), which motivates us to estimate \( \theta^* \) by solving a sparse PCA problem for the sample version of \( \Sigma^* \).

Thus, we can apply the procedure introduced in Section 2.6.2 on the sample covariance matrix \( \hat{\Sigma} = n^{-1} \sum_{i=1}^n Y_i \cdot T(X_i) \). Suppose the true parameter \( \theta^* \) is sparse with \( \|\theta^*\|_0 = s \), we first apply the algorithm proposed in [236, 342] to obtain a consistent estimator \( \hat{\theta} \) with
\[
\|\hat{\theta} - \theta^*\|_2 = \mathcal{O}_p(\sqrt{s \log p/n})
\]
with high probability. Next, we define \( \hat{\mu} = -\hat{\theta}^\top \hat{\Sigma} \hat{\theta} \) as in (2.36) and \( M = 1/\hat{\mu} \cdot (I - \hat{\theta}\hat{\theta}^\top) \) as in (2.44). The population version of these two quantities are \( \mu^* = -\theta^*^\top \Sigma^* \theta^* = -C_0 \) and \( M^* = 1/\mu^* \cdot (I - \theta^*\theta^*^\top) \). Similar as (2.41), the proposed estimator is
\[
\theta_{\text{est}} = \hat{\theta} - M(\hat{\Sigma} + \hat{\mu}I)\hat{\theta}
\]
We obtain the following inferential results for the single index model.

**Corollary 14.** Consider the single index model introduced in (2.45) where \( X \sim N(0, I) \) and the link function \( f \) satisfies \( \mathbb{E}[f''(Z)] = C_0 > 0 \), where \( Z \sim N(0, 1) \). We assume that the response \( Y \) is a sub-exponential random variable. The true parameter \( \theta^* \) is sparse with \( \|\theta^*\|_0 = s \). Assume \( n > C \log^2 n \cdot (s \log p + \log n) \) and \( (s \log p + \log n)^2 n = o(1) \), the estimator \( \theta_{\text{est}} \) defined in (2.47) satisfies
\[
\sqrt{n}(\theta_{\text{est}} - \theta^*) = W_\theta + \Delta_\theta,
\]
where \( \|\Delta_\theta\|_\infty = o_p(1) \) and
\[
W_\theta = n^{-1/2} \sum_{i=1}^n M^* y_i \cdot (x_i x_i^\top - I) \theta^* \sim \mathcal{N}(0, \Sigma^*_\theta).
\]
where \( \Sigma^*_\theta \) is estimated by \( \hat{\Sigma}_\theta \) defined in (2.72).

**Remark 15.** We mark that in Corollary 14 we assume \( C_0 > 0 \) without loss of generality. When \( C_0 < 0 \) we can apply the same procedure with \( \Sigma = -\sum_{i=1}^n Y_i \cdot T(X_i) \). Moreover, we note that it is not hard to generalize our approach to non-Gaussian settings where the density \( p_X: \mathbb{R}^p \to \mathbb{R} \) of the covariate \( X \) is known. In this case, a generalized version of the second-order Stein’s identity holds. Specifically, we define the second-order score function as
\[
T_X(x) = \nabla^2 p_X(x)/p_X(x) \in \mathbb{R}^{p \times p}.
\]
It can be easily verified that \( T_X(x) = xx^\top - I \) when \( p_X \) is the density of the standard Gaussian distribution. Then for any twice-differentiable function \( h \), it holds that \( \mathbb{E}[h(X) \cdot T_X(X)] = \mathbb{E}[\nabla^2 h(X)] \). Thus, for the single index model in (2.45) where \( X \) has density \( p_X \), under the assumption that \( \mathbb{E}[f''(\langle X, \theta^* \rangle)] \neq 0 \), we can recover \( \theta^* \) by solving a sparse PCA problem for \( \Sigma^* = \mathbb{E}[Y \cdot T_X(X)] \). Moreover, since \( T_X(X) \) can be a heavy-tailed random vector for general density \( p_X \), we could apply truncation techniques to each \( T_X(X_i) \) to obtain near-optimal statistical guarantees in the finite-sample setting. See [338, 339] for more details.
2.7 Experiments

In this section we demonstrate the effectiveness of our method through experiments. We focus on linear regression with linear constraint and sparse PCA problem.

**Linear regression with linear constraint.** We first consider linear regression with linear constraint problem as discussed in Section 2.6.1. For the experiment, we set $\sigma = 0.8$ and we assume $\sigma$ is known. Each row of $X$ is sampled from multivariate normal distribution $X \sim N(0, \Sigma)$, where $\Sigma$ is a Toeplitz matrix with $\Sigma_{jk} = \rho^{|j-k|}$ and $\rho = 0.5$. The true parameter $\beta^*$ is set to be sparse with $s = \|\beta^*\|_0 = 10$ where set $\beta_{1:5} = 1$ and $\beta_{6:10} = -1$. The constraint is set as $A^T \beta = r$ where $r = A^T \beta^*$ so that the true parameter satisfies the constraint. We have $A \in \mathbb{R}^{p \times q}$ where $q$ denotes the number of constraints and each component of $A$ is i.i.d. drawn from a standard normal distribution. The regularization parameter is set to be $\lambda = \frac{1}{2} \sqrt{\log p/n}$. We initialize with Lasso estimator and follow Algorithm 1 to obtain the constrained estimator $\hat{\theta}$. Specifically, the proximal step in Algorithm 1 is given by soft-thresholding $\theta_t \leftarrow \text{sign}(\theta_t) \cdot \max (\theta_t - \lambda \eta_t, 0)$; and the projection step in Algorithm 1 is a projection onto linear space given by $\theta_t \leftarrow \theta_t - A(A^T A)^{-1}(A^T \theta_t - r)$. We then follow our proposed method to obtain the estimator $\theta_{\text{est}}$. For the experiment, we fix $p = 500$ and vary $n \in \{250, 400, 600\}$, $q \in \{5, 15, 40\}$, and the designed coverage rate is 95%. The averaged empirical coverage rate on 1000 replicates with different choices of $n$ and $q$ are shown in Table 2.1 - 2.3. In Table 2.1 - 2.3, column 2 - 6 show empirical coverage rate for some specific components of $\theta$, which include both the support of $\theta$ and its complement. Column $\theta_{1:s}$ shows the average empirical coverage rate on the first $s$ components of $\theta$ corresponding to the support of $\theta^*$; column $\theta_{s+1:p}$ shows the average empirical coverage rate on the supplement of the support. Moreover, Figure 2.1 shows the histogram for several components of $\theta$ with $q = 15$ and $n = 600$. We see that our method works well on this problem.

We then demonstrate that our method achieves smaller asymptotic variance, and hence narrower confidence interval for the parameters, as illustrated in Remark 7. Here we fix
n = 400, p = 300 and vary the number of constraints \( q \in \{5, 15, 40, 100, 200\} \). Although in practice it is unlikely to have such many constraints, this is merely an illustration of the variance reduction. Following Remark 7, our estimator is given by \( \theta_{\text{est}} = \hat{\theta} + P \cdot \hat{\tau} \) with variance \( \sigma^2 PHP^\top \); while when we ignore the constraint, the estimator is given by \( \theta_{\text{est,un}} = \hat{\theta}_{\text{un}} + M \cdot \hat{\tau}_{\text{un}} \) with variance \( \sigma^2 MHM^\top \). Table 2.4 shows the empirical variance of the estimator of our method and the unconstrained method. As before, column 2 - 6 show the variance of some specific components, while column \( \theta_{1:s}, \theta_{s+1:p} \) show the average variance on support and its complement of \( \theta^* \), respectively. We see that by considering the equality constraint and following our method, we always get a smaller variance. When the number of constraints is small, the projection space is small and hence the amount of variance reduction is not that much. This is not surprising because we cannot expect to reduce the uncertainty on a high dimensional model with only a few constraints.

Table 2.1: Empirical coverage rate on \( \theta \) for linear regression with linear constraint problem with sample size \( n = 250 \)

<table>
<thead>
<tr>
<th>( q )</th>
<th>( \theta_1 )</th>
<th>( \theta_5 )</th>
<th>( \theta_{10} )</th>
<th>( \theta_{50} )</th>
<th>( \theta_{200} )</th>
<th>( \theta_{1:s} )</th>
<th>( \theta_{s+1:p} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>93.9%</td>
<td>92.9%</td>
<td>93.1%</td>
<td>96.3%</td>
<td>96.7%</td>
<td>91.90%</td>
<td>96.88%</td>
</tr>
<tr>
<td>15</td>
<td>93.6%</td>
<td>94.0%</td>
<td>94.1%</td>
<td>96.4%</td>
<td>96.6%</td>
<td>93.64%</td>
<td>96.70%</td>
</tr>
<tr>
<td>40</td>
<td>95.6%</td>
<td>92.8%</td>
<td>95.2%</td>
<td>95.7%</td>
<td>96.1%</td>
<td>94.67%</td>
<td>96.54%</td>
</tr>
</tbody>
</table>

Table 2.2: Empirical coverage rate on \( \theta \) for linear regression with linear constraint problem with sample size \( n = 400 \)

<table>
<thead>
<tr>
<th>( q )</th>
<th>( \theta_1 )</th>
<th>( \theta_5 )</th>
<th>( \theta_{10} )</th>
<th>( \theta_{50} )</th>
<th>( \theta_{200} )</th>
<th>( \theta_{1:s} )</th>
<th>( \theta_{s+1:p} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>93.8%</td>
<td>91.5%</td>
<td>91.5%</td>
<td>97.3%</td>
<td>97.2%</td>
<td>92.19%</td>
<td>96.26%</td>
</tr>
<tr>
<td>15</td>
<td>95.1%</td>
<td>91.9%</td>
<td>96.0%</td>
<td>96.6%</td>
<td>96.4%</td>
<td>93.61%</td>
<td>96.12%</td>
</tr>
<tr>
<td>40</td>
<td>95.6%</td>
<td>94.6%</td>
<td>95.2%</td>
<td>95.6%</td>
<td>96.1%</td>
<td>95.05%</td>
<td>96.05%</td>
</tr>
</tbody>
</table>

**Sparse PCA.** We then consider sparse PCA problems as discussed in Section 2.6.2. For the experiment, we focus on the spike covariance model (2.43) and set the sparsity level of
Table 2.3: Empirical coverage rate on $\theta$ for linear regression with linear constraint problem with sample size $n = 600$

<table>
<thead>
<tr>
<th></th>
<th>$\theta_1$</th>
<th>$\theta_5$</th>
<th>$\theta_{10}$</th>
<th>$\theta_{50}$</th>
<th>$\theta_{200}$</th>
<th>$\theta_{1:s}$</th>
<th>$\theta_{s+1:p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q = 5$</td>
<td>95.8%</td>
<td>93.3%</td>
<td>93.5%</td>
<td>96.1%</td>
<td>95.9%</td>
<td>93.39%</td>
<td>95.90%</td>
</tr>
<tr>
<td>$q = 15$</td>
<td>94.7%</td>
<td>94.5%</td>
<td>94.5%</td>
<td>96.8%</td>
<td>95.2%</td>
<td>94.22%</td>
<td>95.89%</td>
</tr>
<tr>
<td>$q = 40$</td>
<td>96.8%</td>
<td>93.8%</td>
<td>94.9%</td>
<td>96.2%</td>
<td>95.2%</td>
<td>94.97%</td>
<td>95.74%</td>
</tr>
</tbody>
</table>

Table 2.4: Variance reduction by using our method for linear regression with linear constraint problem with different number of constraint $q$

<table>
<thead>
<tr>
<th></th>
<th>method</th>
<th>$\theta_1$</th>
<th>$\theta_5$</th>
<th>$\theta_{10}$</th>
<th>$\theta_{50}$</th>
<th>$\theta_{200}$</th>
<th>$\theta_{1:s}$</th>
<th>$\theta_{s+1:p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q = 5$</td>
<td>our method</td>
<td>1.229</td>
<td>1.431</td>
<td>1.369</td>
<td>1.461</td>
<td>1.350</td>
<td>1.438</td>
<td>1.436</td>
</tr>
<tr>
<td></td>
<td>unconstrained</td>
<td>1.247</td>
<td>1.461</td>
<td>1.388</td>
<td>1.479</td>
<td>1.397</td>
<td>1.442</td>
<td>1.462</td>
</tr>
<tr>
<td>$q = 15$</td>
<td>our method</td>
<td>1.159</td>
<td>1.326</td>
<td>1.506</td>
<td>1.460</td>
<td>1.413</td>
<td>1.332</td>
<td>1.395</td>
</tr>
<tr>
<td></td>
<td>unconstrained</td>
<td>1.189</td>
<td>1.393</td>
<td>1.611</td>
<td>1.530</td>
<td>1.447</td>
<td>1.412</td>
<td>1.477</td>
</tr>
<tr>
<td>$q = 40$</td>
<td>our method</td>
<td>1.058</td>
<td>1.364</td>
<td>1.365</td>
<td>1.276</td>
<td>1.200</td>
<td>1.239</td>
<td>1.259</td>
</tr>
<tr>
<td></td>
<td>unconstrained</td>
<td>1.184</td>
<td>1.536</td>
<td>1.465</td>
<td>1.487</td>
<td>1.518</td>
<td>1.438</td>
<td>1.474</td>
</tr>
<tr>
<td>$q = 100$</td>
<td>our method</td>
<td>0.915</td>
<td>0.936</td>
<td>1.028</td>
<td>0.863</td>
<td>1.015</td>
<td>0.929</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td>unconstrained</td>
<td>1.259</td>
<td>1.451</td>
<td>1.413</td>
<td>1.467</td>
<td>1.568</td>
<td>1.444</td>
<td>1.476</td>
</tr>
<tr>
<td>$q = 200$</td>
<td>our method</td>
<td>0.371</td>
<td>0.410</td>
<td>0.481</td>
<td>0.419</td>
<td>0.592</td>
<td>0.470</td>
<td>0.463</td>
</tr>
<tr>
<td></td>
<td>unconstrained</td>
<td>1.323</td>
<td>1.523</td>
<td>1.528</td>
<td>1.597</td>
<td>1.604</td>
<td>1.486</td>
<td>1.482</td>
</tr>
</tbody>
</table>
the leading eigenvector $\theta^*$ as $s = 10$. Each components of $\theta^*$ are set to be $1/\sqrt{s}$ so that $\|\theta^*\|_2 = 1$. The leading eigenvalue of $\Sigma^*$ is $\lambda_{\text{max}} = w + 1$, and all the other eigenvalues are 1. We consider two choices of $w \in \{2, 5\}$ with $\lambda_{\text{max}} \in \{3, 6\}$ corresponding to large and small eigen-gap. We then get $\Sigma^*$ according to (2.43) and we sample $X$ from $p$-dimensional Gaussian distribution $N(0, \Sigma^*)$.

To apply our Algorithm 1, we could initialize by any efficient algorithm for sparse PCA problem. Here we use the inverse power method proposed in [144]. The regularization parameter is set to be $\lambda = \frac{1}{2} \sqrt{\log p/n}$. The proximal step in Algorithm 1 is again a soft-thresholding, and the projection step is to normalize $\theta_t$ to unit-norm. For the experiment, we fix $p = 200$ and vary $n \in \{200, 400, 800\}$, $\lambda_{\text{max}} \in \{3, 6\}$, and the designed coverage rate is 95%. The averaged empirical coverage rate on 1000 replicates with different choices of $n$ and $\lambda_{\text{max}}$ are shown in Table 2.5 and 2.6. The last column shows the empirical coverage rate for the leading eigenvalue $\lambda_{\text{max}}$, while the other columns are for several components of leading eigenvector $\theta^*$ and their average as before. We see from Table 2.5 that when the eigen-gap is small, we need more samples in order to obtain designed coverage rate; while when the eigen-gap is large, the problem becomes much easier, as shown in Table 2.6. This observation is consistent with the experimental result in [160]. Finally, Figure 2.2 shows the histogram for $\lambda_{\text{max}}$ and several components of $\theta$, for both $\lambda_{\text{max}} = 3$ and $\lambda_{\text{max}} = 6$ with $n = 800$. Once again, we see that our method works well on this sparse PCA problem.
Table 2.5: Empirical coverage rate on $\theta$ and $\lambda_{\text{max}}$ for sparse PCA problem with leading eigenvalue $\lambda_{\text{max}} = 3$ and for different sample sizes

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\theta_1$</th>
<th>$\theta_5$</th>
<th>$\theta_{10}$</th>
<th>$\theta_{50}$</th>
<th>$\theta_{200}$</th>
<th>$\theta_{1:s}$</th>
<th>$\theta_{s+1:p}$</th>
<th>$\lambda_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>80.1%</td>
<td>79.5%</td>
<td>80.1%</td>
<td>94.0%</td>
<td>93.3%</td>
<td>80.68%</td>
<td>94.22%</td>
<td>75.3%</td>
</tr>
<tr>
<td>400</td>
<td>91.1%</td>
<td>91.5%</td>
<td>91.8%</td>
<td>94.6%</td>
<td>94.8%</td>
<td>90.90%</td>
<td>94.67%</td>
<td>85.6%</td>
</tr>
<tr>
<td>800</td>
<td>92.1%</td>
<td>94.5%</td>
<td>94.2%</td>
<td>95.0%</td>
<td>94.2%</td>
<td>92.80%</td>
<td>94.76%</td>
<td>91.9%</td>
</tr>
</tbody>
</table>

Table 2.6: Empirical coverage rate on $\theta$ and $\lambda_{\text{max}}$ for sparse PCA problem with leading eigenvalue $\lambda_{\text{max}} = 6$ and for different sample sizes

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\theta_1$</th>
<th>$\theta_5$</th>
<th>$\theta_{10}$</th>
<th>$\theta_{50}$</th>
<th>$\theta_{200}$</th>
<th>$\theta_{1:s}$</th>
<th>$\theta_{s+1:p}$</th>
<th>$\lambda_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>93.1%</td>
<td>91.8%</td>
<td>91.9%</td>
<td>94.0%</td>
<td>94.5%</td>
<td>92.45%</td>
<td>94.62%</td>
<td>93.7%</td>
</tr>
<tr>
<td>400</td>
<td>93.1%</td>
<td>94.0%</td>
<td>94.1%</td>
<td>94.9%</td>
<td>94.8%</td>
<td>93.94%</td>
<td>94.82%</td>
<td>95.1%</td>
</tr>
<tr>
<td>800</td>
<td>94.6%</td>
<td>95.6%</td>
<td>94.9%</td>
<td>95.4%</td>
<td>94.7%</td>
<td>94.73%</td>
<td>94.90%</td>
<td>94.6%</td>
</tr>
</tbody>
</table>

2.8 Conclusion

Most of the existing works in high dimensional statistical inference literature assume no constraint on the model parameters. In this chapter we consider the statistical inference in high dimensional models with equality constraints on the parameters, where the constraints
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Figure 2.2: Histograms for $\theta$ and $\lambda_{\text{max}}$ on sparse PCA problem: the first row is for $\lambda_{\text{max}} = 3$ and the second row is for $\lambda_{\text{max}} = 6$. The red curve is the population version probability density function.
serve as either additional information, or as an intrinsic restriction. For both of the two cases, we show that following our proposed procedure we obtain valid asymptotic confidence intervals on the model parameters with the equality constraints taken into account. The proposed estimator enjoys a smaller variance than the standard estimators, and is semi-parametrically efficient. As demonstrated through numerical experiments, the proposed method has a broad range of applications, including linear regression with linear constraints, sparse PCA and single index model with unit norm constraint, etc. An interesting future extension would be to perform statistical inference with both equality and inequality constraints on the model parameter. Another direction would be to extend our results to non-differentiable constraints.

2.9 Technical details

2.9.1 Efficient algorithm for solving the constrained regularized problem

We provide an efficient algorithm to solve for the constrained regularized problem (2.4). The constrained problem (2.4) is non-convex when the loss function $\ell(\theta)$ is non-convex or the constraint $g(\theta)$ is non-linear. To solve for $(\hat{\theta}, \hat{\mu})$, we could initialize with a consistent estimator that may not satisfy the constraint, and apply projected proximal gradient descent algorithm. This algorithm is summarized in Algorithm 1. The choice of initialization is problem specific. For example, for linear regression we can initialize with Lasso estimator. Note that we do not need $\hat{\theta}$ to be the global minimum of (2.4); all we need is a consistent estimator that satisfies the constraint. For the problems where the projection onto the constraint space is intractable, we could turn to other approaches, for example the interior point method, augmented Lagrangian method, etc. The detailed discussion of the optimization algorithm is beyond the scope of this work.
Algorithm 1: Projected proximal gradient descent algorithm for solving (2.4)

Initialize with a consistent estimator $\theta_0$

while tolerance $> \epsilon$ do
    $\theta_t \leftarrow \theta_t - \eta_t \nabla \ell(\theta_t)$ // gradient descent
    $\theta_t \leftarrow \text{prox}_{\eta_t P_\lambda}(\theta_t)$ // proximal operator
    $\theta_{t+1} \leftarrow \text{proj}_{g(\theta)=0}(\theta_t)$ // project to constraint space
end while

2.9.2 Degenerate case

In this section we show that our method is asymptotically equivalent to the methods in the current literature in degenerate case. Specifically, we denote $\theta = (\alpha, \beta)$ where $\alpha$ is a scalar and $\beta \in \mathbb{R}^{p-1}$, and the constraint is given by $\alpha = 0$. In this case, we could either view it as an equality constraint problem and follow our proposed method, or we could plug in $\alpha = 0$ and view it as an unconstrained problem on $\beta$. With some abuse of notation, we denote the loss function as $\ell(\theta) = \ell(\alpha, \beta)$ and the constraint as $g(\theta) = g(\alpha, \beta) = \alpha$ with $\nabla g(\theta) = e_1$ where $e_j$ is the $j$th unit column vector. The constrained optimization problem is given by

$$
\min_{\theta} \quad \ell(\theta) + P_\lambda(\theta)
$$

s.t. $\quad \alpha = 0$

and the unconstrained problem (after plugging in $\alpha = 0$) is given by

$$
\min_{\theta} \quad \ell(0, \beta) + P_\lambda(0, \beta) \quad (2.48)
$$

Clearly these two problems have the same solution $\hat{\theta} = (0, \hat{\beta})$. To be concise, in this section we focus on asymptotic performance and ignore the error terms. Denote $H^*_{\alpha\alpha}, H^*_{\alpha\beta}, H^*_{\beta\alpha}, H^*_{\beta\beta}$ as the corresponding partitions of $H^*$. We focus on Case 1 only with $\mu^* = 0$, and $\ell(\theta)$ is given by negative log-likelihood so that $\nabla \ell(\theta^*)$ has asymptotic variance $H^*$. Once again we denote $M^*$ as the inverse of $H^*$, according to the definition of $P^*$ in (2.13) and after some
calculations we have
\[
P^* = M^* - M^* e_1 \left[ e_1^\top M^* e_1 \right]^{-1} e_1^\top M^*
\]
\[
= \begin{bmatrix}
0 & 0 \\
0 & M^*
\end{bmatrix}
\]
with \( M^* \in \mathbb{R}^{p-1 \times p-1} \) defined as
\[
M^* = M^*_{\beta\beta} - M^*_{\beta\alpha} \left[ M^*_{\alpha\alpha} \right]^{-1} M^*_{\alpha\beta}
\]

We then have the proposed estimator \( \theta_{\text{est}} = \hat{\theta} + P^* \cdot \hat{\tau}_\theta \) and the asymptotic variance
\[
P^* H^* P^\top = \begin{bmatrix}
0 & 0 \\
0 & M^*
\end{bmatrix} \begin{bmatrix}
H^*_{\alpha\alpha} & H^*_{\alpha\beta} \\
H^*_{\beta\alpha} & H^*_{\beta\beta}
\end{bmatrix} \begin{bmatrix}
0 & 0 \\
0 & M^*
\end{bmatrix} = \begin{bmatrix}
0 & 0 \\
0 & M^* H^*_{\beta\beta} M^* \top
\end{bmatrix}
\]

Specifically, we have \( \alpha_{\text{est}} = 0 \) with variance 0, which is as expected since \( \alpha = 0 \) is fixed by the constraint; \( \beta_{\text{est}} = \hat{\beta} + M^* \hat{\tau}_\beta \) with variance \( M^* H^*_{\beta\beta} M^* \top \).

On the other hand, after plugging in the constraint \( \alpha = 0 \), we have the unconstrained problem on \( \beta \) as shown in (2.48), and the Hessian matrix with respect to \( \beta \) is \( H^*_{\beta\beta} \). Since \( M^* \) is the inverse of \( H^* \), we have
\[
M^*_{\alpha\alpha} H^*_{\alpha\alpha} + M^*_{\alpha\beta} H^*_{\beta\alpha} = I
\]
\[
M^*_{\alpha\alpha} H^*_{\alpha\beta} + M^*_{\alpha\beta} H^*_{\beta\beta} = 0
\]
\[
M^*_{\beta\alpha} H^*_{\alpha\alpha} + M^*_{\beta\beta} H^*_{\beta\alpha} = 0
\]
\[
M^*_{\beta\alpha} H^*_{\alpha\beta} + M^*_{\beta\beta} H^*_{\beta\beta} = I
\]
It is then straightforward to verify that

$$M^* \cdot H^*_{\beta\beta} = M^*_{\beta\beta}H^*_{\beta\beta} - M^*_{\beta\alpha}[M^*_{\alpha\alpha}]^{-1}M^*_{\alpha\beta}H^*_{\beta\beta}$$

$$= I - M^*_{\beta\alpha}H^*_{\alpha\beta} + M^*_{\beta\alpha}[M^*_{\alpha\alpha}]^{-1} \cdot M^*_{\alpha\alpha}H^*_{\alpha\beta}$$

$$= I$$

Therefore, after plugging in the constraint $\alpha = 0$, the unconstrained estimator is given by $\beta_{est,plug} = \hat{\beta} + M^*\hat{\tau}_{\beta}$ with asymptotic variance $M^*H^*_{\beta\beta}\overline{M}^*\overline{M}^\top$. We then see that asymptotically this is the same as our proposed method, which verifies that these two methods are asymptotically equivalent.

### 2.9.3 Proof of Theorem 6

**Proof.** According to (2.15), the error term is given by

$$\text{error} = \left[ I - P^*H^\ell(\bar{\theta}_1) - \hat{\mu}P^*H^g(\bar{\theta}_2) - Q^*\nabla g(\bar{\theta}_3)^\top - P^*\nabla g(\theta^*) \
- Q^*\nabla g(\bar{\theta}_1) - \hat{\mu}Q^*\nabla g(\bar{\theta}_2) - R^*\nabla g(\bar{\theta}_3)^\top I - Q^*\nabla g(\theta^*) \right] \cdot \left[ \hat{\theta} - \theta^* \right] \cdot \left[ \hat{\mu} - \mu^* \right]$$

(2.49)

According to the definition of $P^*, Q^*, R^*$ in (2.13), we have $P^*\nabla g(\theta^*) = 0$ and $Q^*\nabla g(\theta^*) = I$ and hence the error term does not depend on $\hat{\mu} - \mu^*$. Denote

$$P_M(\theta^*) = M^*\nabla g(\theta^*)\left[ \nabla g(\theta^*)^\top M^*\nabla g(\theta^*) \right]^{-1}\nabla g(\theta^*)^\top$$

(2.50)

as a projection matrix so that $P^* = M^* - P_M(\theta^*)M^*$, we focus on the first line of (2.49)
and obtain

\[
I - P^*H_\ell(\hat{\theta}_1) - \tilde{\mu}P^*H_g(\hat{\theta}_2) - Q^*\nabla g(\hat{\theta}_3)^	op
\]

\[
= I - \left[ M^* - P_M(\theta^*)M^* \right] \left[ H_\ell(\hat{\theta}_1) + \tilde{\mu}H_g(\hat{\theta}_2) \right] - M^*\nabla g(\theta^*) \left[ \nabla g(\theta^*)^\top M^*\nabla g(\theta^*) \right]^{-1} \left[ \nabla g(\hat{\theta}_3) - \nabla g(\theta^*) + \nabla g(\theta^*) \right]^	op
\]

\[
= I - P_M(\theta^*) - \left[ I - P_M(\theta^*) \right] M^* \left[ H_\ell(\hat{\theta}_1) + \tilde{\mu}H_g(\hat{\theta}_2) \right] - M^*\nabla g(\theta^*) \left[ \nabla g(\theta^*)^\top M^*\nabla g(\theta^*) \right]^{-1} \nabla g(\theta^*)^\top \nabla g(\theta^*) \left[ \nabla g(\theta^*)^\top \nabla g(\theta^*) \right]^{-1} \left[ \nabla g(\hat{\theta}_3) - \nabla g(\theta^*) \right]^	op
\]

\[
= \left[ I - P_M(\theta^*) \right] \left[ I - M^* \left[ H_\ell(\hat{\theta}_1) + \tilde{\mu}H_g(\hat{\theta}_2) \right] \right] + P_M(\theta^*)\nabla g(\theta^*) \left[ \nabla g(\theta^*)^\top \nabla g(\theta^*) \right]^{-1} \left[ \nabla g(\hat{\theta}_3) - \nabla g(\theta^*) \right]^	op
\]

\[
(2.51)
\]

Back to the equation (2.14), we focus on the first line and obtain

\[
\hat{\theta} - \theta^* = -P^* \left( \nabla \ell(\theta^*) + \hat{\tau} \right) + \left[ I - P^*H_\ell(\hat{\theta}_1) - \tilde{\mu}P^*H_g(\hat{\theta}_2) - Q^*\nabla g(\hat{\theta}_3)^	op \right] (\hat{\theta} - \theta^*)
\]

and hence

\[
\theta_{\text{est}} = \hat{\theta} + P \cdot \hat{\tau} = \theta^* - P^* \cdot \nabla \ell(\theta^*) + (P - P^*) \cdot \hat{\tau}
\]

\[
+ \left[ I - P^*H_\ell(\hat{\theta}_1) - \tilde{\mu}P^*H_g(\hat{\theta}_2) - Q^*\nabla g(\hat{\theta}_3)^	op \right] (\hat{\theta} - \theta^*)
\]

According to Assumption 3, (2.51), and the fact that both \( P_M(\theta^*) \) and \( I - P_M(\theta^*) \) are projection matrices, we have

\[
\sqrt{n}(\theta_{\text{est}} - \theta^*) = -P^* \cdot \sqrt{n}\nabla \ell(\theta^*) + o_P(1)
\]

Our claim then follows from Assumption 5. Similarly, we focus on the second line of (2.49) and obtain
\[- Q^* \top H_\ell(\bar{\theta}_1) - \hat{\mu} Q^* \top H_g(\bar{\theta}_2) - R^* \nabla g(\bar{\theta}_3) \top \]
\[= - \left[ \nabla g(\theta^*) \top M^* \nabla g(\theta^*) \right]^{-1} \nabla g(\theta^*) \top M^* [H_\ell(\bar{\theta}_1) + \hat{\mu} H_g(\bar{\theta}_2)] \]
\[+ \left[ \nabla g(\theta^*) \top M^* \nabla g(\theta^*) \right]^{-1} [\nabla g(\theta^*) + \nabla g(\bar{\theta}_3) - \nabla g(\theta^*)] \top \]
\[= \left[ \nabla g(\theta^*) \top M^* \nabla g(\theta^*) \right]^{-1} \nabla g(\theta^*) \top \left[ I - M^* [H_\ell(\bar{\theta}_1) + \hat{\mu} H_g(\bar{\theta}_2)] \right] \]
\[+ \left[ \nabla g(\theta^*) \top M^* \nabla g(\theta^*) \right]^{-1} [\nabla g(\bar{\theta}_3) - \nabla g(\theta^*)] \top \]

Similar as the analysis for \( \theta \), we obtain

\[\sqrt{n} (\mu_{\text{est}} - \mu^*) = -\sqrt{n} \left( Q^* \top \cdot \nabla \ell(\bar{\theta}^*_n) + \mu^* \right) + o_p(1)\]

and our claim again follows from Assumption 5.

\[\square\]

### 2.9.4 Proof of Theorem 9

**Proof.** With Assumption 8 and (2.27), Theorem 9 in [163] gives

\[\sqrt{n} \left( T_n - f(\tilde{\theta}_n) \right) \to \mathcal{N}(0, V_{\theta^*_n})\]

This proves (2.28). We then calculate the minimal asymptotic variance. According to (2.27), the Cauchy-Schwarz inequality gives

\[V_{\theta^*_n} \cdot h^\top \mathcal{I}(\theta^*_n) h \geq (h^\top \nabla f(\theta^*_n))^2 - o \left(V_{\theta^*_n} \cdot h^\top \mathcal{I}(\theta^*_n) h \right)^{1/2} \quad (2.52)\]

We can then choose \( h \) to obtain a tight lower bound on asymptotic variance, where we need to consider the constraint given as

\[g(\tilde{\theta}_n) = g \left( \theta^*_n + \frac{h}{\sqrt{n}} \right) = 0\]
Taking the Taylor expansion and using the fact that \( g(\theta_n^*) = 0 \), we obtain

\[ \nabla g(\theta_n^*) \cdot h = 0 \]

for some intermediate value \( \hat{\theta}_n \). With this constraint, the minimal variance can be calculated through solving the following optimization problem over \( h \):

\[
\max_h \frac{(h^\top \nabla f(\theta_n^*))^2}{h_i^\top I(\theta_n^*)h_i}
\]

s.t. \( \nabla g(\hat{\theta}_n)^\top \cdot h = 0 \)

(2.53)

Note that \( h \) is identifiable up to a scalar. To solve for \( h \), we can write down the Lagrangian function and the KKT condition gives

\[
h^\top \nabla f \cdot \left( \nabla f \cdot h^\top I h - h^\top \nabla f \cdot I h \right) + \lambda_h \cdot \nabla g \cdot (h^\top I h)^2 = 0
\]

\[
\nabla g^\top \cdot h = 0
\]

where we omit \( \theta \) for notation simplicity. Here \( \lambda_h \) denotes the Lagrangian multiplier of (2.53). Similar as (2.10), we can rewrite as a matrix form

\[
\begin{bmatrix}
-(h^\top \nabla f)^2 \cdot I & \nabla g \\
\nabla g^\top & 0
\end{bmatrix}
\begin{bmatrix}
h \\
\lambda_h \cdot (h^\top I h)^2
\end{bmatrix}
= \begin{bmatrix}
-(h^\top \nabla f) \cdot (h^\top I h) \cdot \nabla f \\
0
\end{bmatrix}
\]

(2.54)

Since \( h \) is identifiable up to a scalar, the scalars in (2.54) do not play a role and therefore we can view them as some constant. According to the block matrix inversion formula, we solve for (2.54) and obtain the optimal \( \hat{h} \) as

\[
\hat{h} = c \cdot \left[ I^{-1} - I^{-1} \nabla g \left( \nabla g^\top I^{-1} \nabla g \right)^{-1} \nabla g^\top I^{-1} \right] \cdot \nabla f
\]

as long as \( \hat{h} \) is feasible in that \( \theta_n^* + \hat{h}/\sqrt{n} \) satisfies (2.26). Plug back into (2.52), the
(asymptotic) minimum variance is given as
\[ V_{\theta_n^*} \geq \nabla f(\theta_n^*)^\top \left[ I^{-1} - I^{-1} \nabla g(\tilde{\theta}_n) \left( \nabla g(\tilde{\theta}_n)^\top I^{-1} \nabla g(\tilde{\theta}_n) \right)^{-1} \nabla g(\tilde{\theta}_n)^\top I^{-1} \right] \nabla f(\theta_n^*) \quad (2.55) \]

We then obtain the lower bound on the asymptotic variance. Equation (2.29) then ensures that the difference between the minimum variance in (2.55) and its population version as in (2.30) is \( o(1) \).

2.9.5 Proof of Theorem 10

Proof. According to (2.10) we have
\[ \begin{bmatrix} \frac{1}{n}X^\top X & A \\ A^\top & 0 \end{bmatrix} \begin{bmatrix} \hat{\theta} - \theta^* \\ \hat{\mu} \end{bmatrix} = \begin{bmatrix} \frac{1}{n}X^\top \epsilon - \lambda \hat{\tau} \\ 0 \end{bmatrix} \quad (2.56) \]

Recall that \( M \) denotes the approximate inverse of the Hessian matrix \( H = 1/nX^\top X \). We define the projection matrix \( P_M = MA[A^\top MA]^{-1}A^\top \). According to the definition of \( P, Q, \) and \( R \) in (2.33), we obtain from (2.56) that
\[ \begin{bmatrix} \hat{\theta} - \theta^* \\ \hat{\mu} \end{bmatrix} = \begin{bmatrix} P & Q \\ Q^\top & R \end{bmatrix} \begin{bmatrix} \frac{1}{n}X^\top \epsilon - \hat{\tau} \\ 0 \end{bmatrix} + \left( \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} - \begin{bmatrix} P & Q \\ Q^\top & R \end{bmatrix} \begin{bmatrix} H & A \\ A^\top & 0 \end{bmatrix} \right) \begin{bmatrix} \hat{\theta} - \theta^* \\ \hat{\mu} \end{bmatrix} \quad (2.57) \]

The error term in (2.57) is given by
\[ \text{error} = \begin{bmatrix} I - PH - QA^\top & -PA \\ -Q^\top H - RA^\top & I - Q^\top A \end{bmatrix} \begin{bmatrix} \hat{\theta} - \theta^* \\ \hat{\mu} \end{bmatrix} \quad (2.58) \]

According to the definition (2.33), it is straightforward to obtain \( PA = 0 \) and \( Q^\top A = I \),
and hence $\hat{\mu}$ does not play a role in the error term as usual. Furthermore, we have

$$I - PH - QA^\top = I - MH + MA\left[A^\top MA\right]^{-1}A^\top MH - MA\left[A^\top MA\right]^{-1}A^\top$$

$$= \left(I - MA\left[A^\top MA\right]^{-1}A^\top\right)(I - MH)$$

$$= (I - P_M)(I - MH) \quad (2.59)$$

Combine (2.57), (2.58), and (2.59) we obtain

$$\hat{\theta} - \theta^* = P\left(\frac{1}{n}X^\top \epsilon - \lambda \hat{\tau}\right) + (I - P_M)(I - MH)(\hat{\theta} - \theta^*)$$

and hence the estimator in (2.34) satisfies

$$\theta_{est} = \hat{\theta} + P \cdot \lambda \hat{\tau} = \theta^* + P \cdot \frac{1}{n}X^\top \epsilon + (I - P_M)(I - MH)(\hat{\theta} - \theta^*) \quad (2.60)$$

According to Theorem 2.2 in [309], we have that $\|\sqrt{n}(I - MH)(\hat{\theta} - \theta^*)\|_\infty = o_P(1)$. Since $P_M$ is a projection matrix, we have that $I - P_M$ is also a projection matrix (project to the orthogonal complement). It is therefore a non-expansion and hence the error term in (2.60) is $o_P(1/\sqrt{n})$. This completes the proof.

2.9.6 Proof of Theorem 12

Proof. We start from the following lemma that quantifies the error in $M$ for spiked covariance model.

Lemma 16. Consider the sparse PCA model and suppose the Assumption 11 holds with a spiked covariance model (2.43). Assume $s^2 \log^2 p/n = o(1)$, the estimator $M$ in (2.44) satisfies

$$\|m_j - m_j^*\|_2 = O_P\left(\sqrt{\frac{s \log p}{n}}\right)$$
Proof. We have
\[
\|m_j - m_j^*\|_2 = \left\| \frac{1}{w}(e_j - \hat{\theta}_j \cdot \hat{\theta}) - \frac{1}{w}(e_j - \theta_j^* \cdot \theta^*) \right\|_2 \\
\leq \left\| \left( \frac{1}{w} - \frac{1}{w} \right) e_j \right\|_2 + \left\| \frac{1}{w} \hat{\theta}_j \cdot \hat{\theta} - \frac{1}{w} \theta_j^* \cdot \theta^* \right\|_2 \\
\leq \left\| \left( \frac{1}{w} - \frac{1}{w} \right) e_j \right\|_2 + \left\| \left( \frac{1}{w} - \frac{1}{w} \right) \hat{\theta}_j \cdot \hat{\theta} \right\|_2 + \left\| \frac{1}{w} (\hat{\theta}_j \cdot \hat{\theta} - \theta_j^* \cdot \theta^*) \right\|_2 \\
\leq \mathcal{O}_\mathbb{P}\left( \sqrt{\frac{s \log p}{n}} \right) + \mathcal{O}_\mathbb{P}\left( \sqrt{\frac{s \log p}{n}} \right) + \left\| \frac{1}{w} \hat{\theta}_j \cdot (\hat{\theta} - \theta^*) \right\|_2 + \left\| \frac{1}{w} (\hat{\theta}_j - \theta_j^*) \cdot \theta^* \right\|_2 \\
= \mathcal{O}_\mathbb{P}\left( \sqrt{\frac{s \log p}{n}} \right)
\]
\]

With Assumption 11 and Lemma 17, we can derive the asymptotic results from (2.41) and (2.42). We first focus on \( \theta_{\text{est}} \) where we have

\[
\theta_{\text{est}} = \hat{\theta} - M^* (\hat{\Sigma} + \hat{\mu} I) \hat{\theta} + (M^* - M) (\hat{\Sigma} + \hat{\mu} I) \hat{\theta} \\
= \theta^* + \hat{\theta} - \theta^* - M^* (\hat{\Sigma} + \hat{\mu} I) \theta^* - M^* (\hat{\Sigma} + \hat{\mu} I) (\hat{\theta} - \theta^*) + (M^* - M) (\hat{\Sigma} + \hat{\mu} I) \hat{\theta} \\
= \theta^* - M^* \hat{\Sigma} \theta^* - \left\{ M^* (\hat{\Sigma} + \hat{\mu} I) - I \right\} (\hat{\theta} - \theta^*) + \left\{ M^* - M \right\} (\hat{\Sigma} + \hat{\mu} I) \hat{\theta} \\
\tag{2.61}
\]

We see that in order to obtain the desired asymptotic results on \( \theta_{\text{est}} \), we need to show that both \( R_1 \) and \( R_2 \) are small. For \( R_1 \), according to (2.39) we have

\[
R_1 = \left\{ M^* (\hat{\Sigma} + \hat{\mu} I) - I \right\} (\hat{\theta} - \theta^*) \\
= \left\{ M^* (\hat{\Sigma} + \hat{\mu} I - \Sigma^* - \mu^* I) - \theta^* \theta^* \right\} (\hat{\theta} - \theta^*) \\
= M^* (\hat{\Sigma} - \Sigma^*) (\hat{\theta} - \theta^*) + (\hat{\mu} - \mu^*) \cdot M^* (\hat{\theta} - \theta^*) - \theta^* \theta^* (\hat{\theta} - \theta^*)
\]

Focusing on the \( j^{\text{th}} \) row, we have

\[
| [R_1]_j | \leq | m_j^* (\hat{\Sigma} - \Sigma^*) (\hat{\theta} - \theta^*) | + | \hat{\mu} - \mu^* | \cdot | m_j^* (\hat{\theta} - \theta^*) | + | \theta_j^* | \cdot \theta_j^* (\hat{\theta} - \theta^*) = \mathcal{O}_\mathbb{P} \left( \frac{s \log p}{n} \right) \\
\tag{2.62}
\]
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For $R_2$, focusing on the $j^{th}$ row, we have

$$
[R_2]_j = |(m_j^* - m_j)^\top \cdot (\hat{\Sigma} + \hat{\mu}I)\hat{\theta}|
\leq |(m_j^* - m_j)^\top (\Sigma^* + \mu^* I)(\hat{\theta} - \theta^*)| + |(m_j^* - m_j)^\top (\hat{\Sigma} - \Sigma^*)\hat{\theta}| + |(m_j^* - m_j)^\top (\hat{\mu} - \mu^*)\hat{\theta}|
= \mathcal{O}_P\left(\frac{s \log p}{n}\right) + \mathcal{O}_P\left(\frac{s \log p}{n}\right) + \mathcal{O}_P\left(\frac{s \log p}{n}\right)
= \mathcal{O}_P\left(\frac{s \log p}{n}\right)
$$

(2.63)

Plug in (2.62) and (2.63) into (2.61) we obtain

$$
\theta_{est} = \theta^* - M^* \hat{\Sigma}\theta^* + \mathcal{O}_P\left(\frac{s \log p}{n}\right)
$$

(2.64)

We then focus on $\mu_{est}$ where we have

$$
\mu_{est} = \hat{\mu} - \hat{\theta}^\top \cdot (\hat{\Sigma} + \hat{\mu}I)\hat{\theta}
= \hat{\mu} - \left[(\hat{\theta} - \theta^*)^\top (\hat{\Sigma} + \hat{\mu}I)(\hat{\theta} - \theta^*) + \theta^*^\top (\hat{\Sigma} + \hat{\mu}I)\theta^* + 2(\hat{\theta} - \theta^*)^\top (\hat{\Sigma} + \hat{\mu}I)\theta^*\right]
= -\theta^*^\top \hat{\Sigma}\theta^* - (\hat{\theta} - \theta^*)^\top (\hat{\Sigma} + \hat{\mu}I)(\hat{\theta} - \theta^*) - 2(\hat{\theta} - \theta^*)^\top (\hat{\Sigma} + \hat{\mu}I)\theta^*
$$

(2.65)

For $T_1$, we have

$$
|T_1| \leq |(\hat{\theta} - \theta^*)^\top (\Sigma^* + \mu^* I)(\hat{\theta} - \theta^*)| + |(\hat{\theta} - \theta^*)^\top (\hat{\Sigma} - \Sigma^*)(\hat{\theta} - \theta^*)| + |\hat{\mu} - \mu^*| \cdot \|(\hat{\theta} - \theta^*)\|_2^2
= \mathcal{O}_P\left(\frac{s \log p}{n}\right)
$$

(2.66)
For $T_2$, we have

$$|T_2| \leq |2(\hat{\theta} - \theta^*)^\top (\Sigma^* + \mu^* I)\theta^*| + |2(\hat{\theta} - \theta^*)^\top (\hat{\Sigma} - \Sigma^*)\theta^*| + |\hat{\mu} - \mu^*| \cdot |2(\hat{\theta} - \theta^*)^\top \theta^*|$$

$$= O_P\left(\frac{s \log p}{n}\right)$$

(2.67)

Plug in (2.66) and (2.67) into (2.65) we obtain

$$\mu_{\text{est}} = -\theta^*^\top \hat{\Sigma} \theta^* + O_P\left(\frac{s \log p}{n}\right)$$

(2.68)

Since $\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^n x_i x_i^\top$ with $E[\hat{\Sigma}] = \Sigma^*$, we can then verify the terms in (2.64) and (2.68) that

$$E[M^* \cdot \hat{\Sigma} \theta^*] = M^* \Sigma^* \theta^* = \lambda_{\max} M^* \theta^* = 0$$

$$E[\theta^*^\top \cdot \hat{\Sigma} \theta^*] = \theta^*^\top \Sigma^* \theta^* = \lambda_{\max} \theta^* \theta^* = \lambda_{\max} = -\mu^*$$

According to (2.64) and (2.68), in order to make sure that the error terms are negligible, the sample complexity is given by $n \gg s^2 \log^2 p$, which matches the result in [160] for the leading eigenvector. For the maximum eigenvalue, the result in [160] requires $n \gg s^3 \log^2 p$, and our proposed method improves this sample complexity to $n \gg s^2 \log^2 p$.

In sparse PCA, the objective function is not a negative log-likelihood function, so we need to calculate the asymptotic variance explicitly. As an illustrative example, we focus on the $j^{th}$ component of $\theta$ and denote $m_j^*^\top$ as the $j^{th}$ row of $M^*$ and obtain (asymptotically, ignore the error term)

$$\sqrt{n}(\theta_{\text{est}} - \theta^*)_{[j]} \approx \sqrt{n} \cdot m_j^*^\top \hat{\Sigma} \theta^* = \sqrt{n} \cdot m_j^*^\top \left(\frac{1}{n} \sum_{i=1}^n x_i x_i^\top \right) \theta^* = n^{-1/2} \sum_{i=1}^n m_j^*^\top x_i x_i^\top \theta^*$$

Since we have already verified that it has mean 0, the variance is given by $E[m_j^*^\top x_i x_i^\top \theta^*]^2$, and can be estimated as $\frac{1}{n} \sum_{i=1}^n (\hat{m}_j^\top x_i x_i^\top \hat{\theta})^2$ in practice where $\hat{m}_j^\top$ is the $j^{th}$ row of $M$. We follow this procedure for all the components of $\theta$, and for $\mu$ where the only difference is that its mean is not 0 and we estimate by sample variance instead of sample second moment.
More specifically, the sample covariance matrix of $\sqrt{n}(\theta_{\text{est}} - \theta^*)$ can be estimated in practice by $\hat{\Sigma}_\theta$ with

$$[\hat{\Sigma}_\theta]_{j,k} = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{m}_j^\top x_i x_i^\top \hat{\theta} \right) \cdot \left( \hat{m}_k^\top x_i x_i^\top \hat{\theta} \right)$$  \hspace{1cm} (2.69)

and the variance of $\sqrt{n}(\mu_{\text{est}} - \mu^*)$ is estimated by the sample variance of $(x_i^\top \hat{\theta})^2$:

$$\hat{\sigma}_\mu^2 = \text{Var}_i(x_i^\top \hat{\theta})^2$$  \hspace{1cm} (2.70)

\[\square\]

2.9.7 Proof of Corollary 14

\textbf{Proof.} The proof is similar to that of sparse PCA, except that the concentration rate of $\hat{\Sigma} - \Sigma^*$ is different since we no longer have sub-Gaussianity. According to Lemma A.2 and Lemma A.3 in [342], by taking union bound on all the support $S$ with $|\text{supp}(S)| = s$, with probability at least $1 - 1/(10n)$ we have

$$\|\hat{\Sigma} - \Sigma^*\|_{2,s} = O_P\left(\sqrt{\frac{s \log p + \log n}{n}}\right)$$

The rest of the proof follows from the proof of Theorem 12 where we end up with

$$\theta_{\text{est}} = \theta^* - M^* \hat{\Sigma} \theta^* + O_P\left(\frac{s \log p + \log n}{n}\right)$$  \hspace{1cm} (2.71)

The error term in (2.71) is $o_P(1/\sqrt{n})$ by assumption. We then have

$$\sqrt{n}(\theta_{\text{est}} - \theta^*)_{[j]} \approx \sqrt{n} \cdot m_j^\top \hat{\Sigma} \theta^* = n^{-1/2} \sum_{i=1}^{n} m_j^\top y_i \cdot (x_i x_i^\top - I) \theta^*$$
The sample covariance matrix of \( \sqrt{n}(\theta_{\text{est}} - \theta^*) \) can be estimated in practice by \( \hat{\Sigma}_\theta \) with

\[
[\hat{\Sigma}_\theta]_{j,k} = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{m}_j^\top y_i \cdot (x_i x_i^\top - I)\hat{\theta} \right) \cdot \left( \hat{m}_k^\top y_i \cdot (x_i x_i^\top - I)\hat{\theta} \right)
\]

(2.72)

\[\square\]

2.9.8 \textit{Sparse PCA with a general covariance matrix}

In this section we provide the application of our method to sparse PCA problem with a general (non-spiked) covariance matrix. It turns out the only difference is the estimation of \( M \), where we can use the following Dantzig selector to obtain the \( j^{th} \) row \( m_j^\top \), and stack them to obtain \( M \) as an approximation of \( M^\ast \).

\[
\begin{aligned}
\text{minimize} & \quad \|m_j\|_1 \\
\text{subject to} & \quad \|e_j - m_j^\top \cdot \hat{H} - [\hat{\theta} \hat{\theta}^\top]_j\|_{2,2s} \leq \lambda' \\
& \quad |m_j^\top \cdot \hat{\theta}| \leq \lambda''
\end{aligned}
\]

(2.73)

where the sparse 2-norm of a vector \( u \) with sparsity level \( d \) is defined as

\[
\|u\|_{2,d} = \sup_{\|v\|_0 = d, \|v\|_2 = 1} |u^\top v|
\]

The two constraints are the analogue of the properties of \( M^\ast \): \( I - M^* H^* = u_1 u_1^\top = \theta^* \theta^*^\top \) as in (2.39) and \( M^* \theta^* = 0 \) as in (2.40). The following lemma quantifies the estimation error of this choice of \( M \).

\textbf{Lemma 17.} \textit{Suppose we obtain} \( m_j \) \textit{by (2.73) with} \( \lambda' \asymp \lambda'' \asymp \sqrt{s \log p/n} \). \textit{We then have}

\[
\|m_j - m_j^\ast\|_2 = O_P\left( \sqrt{\frac{s \log p}{n}} \right)
\]

\textit{Proof.} We first show that \( m_j^\ast \) satisfies the constraints in (2.73). For the first constraint, we
have

\[ I - M^* \hat{H} - \hat{\theta} \hat{\theta}^T = M^* (H^* - \hat{H}) + \theta^* \theta^*^T - \hat{\theta} \hat{\theta}^T = M^* (\Sigma^* - \hat{\Sigma} + (\mu^* - \hat{\mu}) I) + \theta^* \theta^*^T - \hat{\theta} \hat{\theta}^T \]

Taking the \( j^{th} \) row we obtain

\[
\left\| e_j - m_j^* \cdot \hat{H} - [\hat{\theta} \hat{\theta}^T]_j \right\|_{2,2s} \leq \left\| m_j^* (\Sigma^* - \hat{\Sigma}) \right\|_{2,2s} + |\mu^* - \hat{\mu}| \cdot \left\| m_j^* \right\|_2 + \left\| \theta_j^* \cdot \theta^* - \hat{\theta}_j \cdot \hat{\theta} \right\|_2
\]

\[
\leq O_P \left( \sqrt{\frac{s \log p}{n}} \right) + O_P \left( \sqrt{\frac{s \log p}{n}} \right) + \left\| \theta_j^* (\theta^* - \hat{\theta}) \right\|_2 + \left\| (\theta_j^* - \hat{\theta}_j) \cdot \hat{\theta} \right\|_2
\]

\[
= O_P \left( \sqrt{\frac{s \log p}{n}} \right)
\]

This shows that \( m_j^* \) satisfies the first constraint. For the second constraint, we have

\[
|m_j^* \cdot \hat{\theta}| = |m_j^* \cdot (\hat{\theta} - \theta^*)| = O_P \left( \sqrt{\frac{s \log p}{n}} \right)
\]

This shows that \( m_j^* \) satisfies the second constraint. From now on we omit the subscript \( j \) for notation simplicity. According to the optimality of \( m \), we have \( \|m\|_1 \leq \|m^*\|_1 \). Denote \( \delta = m - m^* \) and \( S = \text{supp}(m^*) \) as the support of \( m^* \), this further gives

\[
\|m_S\|_1 + \|m_{S^c}\|_1 \leq \|m^*_S\|_1 = \|m_S - \delta_S\|_1 \leq \|m_S\|_1 + \|\delta_S\|_1
\]

This gives \( \|m_{S^c}\|_1 \leq \|\delta_S\|_1 \), which further implies \( \|\delta_{S^c}\|_1 \leq \|\delta_S\|_1 \) since \( m^*_{S^c} = 0 \). This shows that \( \delta \) is approximately sparse and we have \( \|\delta\|_1 = \|\delta_S\|_1 + \|\delta_{S^c}\|_1 \leq 2\|\delta_S\|_1 \).

Next, since both \( m \) and \( m^* \) satisfy the first constraint, we have

\[
\|\delta^T \cdot \hat{H}\|_{2,2s} \leq \left\| e_j - m_j^* \cdot \hat{H} - [\hat{\theta} \hat{\theta}^T]_j \right\|_{2,2s} + \left\| e_j - m_j^* \cdot \hat{H} - [\hat{\theta} \hat{\theta}^T]_j \right\|_{2,2s} \leq 2\lambda'
\]
According to the proof of Lemma 4.9 in [27] we have

\[ |\delta^\top \hat{H}\delta| \leq (\|\delta\|_2 + \|\delta\|_1/\sqrt{2s}) \cdot \|\delta^\top \hat{H}\|_{2,2s} \leq 3\|\delta\|_2 \cdot \|\delta^\top \hat{H}\|_{2,2s} \leq 6\lambda'\|\delta\|_2 \tag{2.74} \]

where we use that

\[ \|\delta\|_1 \leq 2\|\delta_S\|_1 \leq 2\sqrt{s}\|\delta_S\|_2 \leq 2\sqrt{s}\|\delta\|_2 \]

On the other hand, we have

\[ -\delta^\top \hat{H}\delta = -\delta^\top H^*\delta - \delta^\top (\hat{H} - H^*)\delta \tag{2.75} \]

For \(H^*\), we know that the eigenvalues of \(H^*\) are given by 0, \(\lambda_2 - \lambda_{\max}, ..., \lambda_p - \lambda_{\max}\) with eigenvectors \(u_1, ..., u_p\) where \(u_1 = \theta^*\). Therefore, to lower bound \(-\delta^\top H^*\delta\), we hope that \(\delta\) does not span too much on the direction of \(\theta^*\). This is exactly the motivation of the second constraint. Denote \(\delta = \delta^\parallel + \delta^\perp\) where \(\delta^\parallel\) is the projection of \(\delta\) onto the direction of \(\theta^*\), and \(\delta^\perp\) is the projection onto the complement of \(\theta^*\). Since \(H^*\) does not span onto \(\theta^*\) by definition, we have \(H^*\theta^* = 0\) and hence \(H^*\delta^\parallel = 0\). This gives

\[ -\delta^\top H^*\delta = -(\delta^\parallel + \delta^\perp)^\top H^*(\delta^\parallel + \delta^\perp) = -(\delta^\perp)^\top H^*\delta^\perp \geq \kappa \cdot \|\delta^\perp\|_2^2 = \kappa \cdot (\|\delta\|_2^2 - \|\delta^\parallel\|_2^2) \tag{2.76} \]

where the inequality comes from the fact that \(-H^*\) is \(\kappa\)-positive definite in the direction perpendicular to \(\theta^*\) with minimum eigenvalue \(\kappa = \lambda_{\max} - \lambda_2\) (the eigengap).

Next, we upper bound the term \(\|\delta^\parallel\|_2^2\) as

\[
\|\delta^\parallel\|_2 = |\delta^\top \cdot \theta^*| = |\delta^\top \cdot \hat{\theta} + \delta^\top \cdot (\theta^* - \hat{\theta})| = |m^\top \hat{\theta} - m^\top \hat{\theta} + \delta^\top \cdot (\theta^* - \hat{\theta})| \leq |m^\top \hat{\theta}| + |m^\top \hat{\theta}| + \|\delta\|_2 \cdot \|\theta^* - \hat{\theta}\|_2 \\
\leq O(\sqrt{s \log p / n}) + \|\delta\|_2 \cdot O(\sqrt{s \log p / n})
\]
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This gives
\[ \|\delta\|_2^2 \leq 2C \frac{s \log p}{n} + \|\delta\|_2^2 \cdot 2C \frac{s \log p}{n} \]  
(2.77)

Moreover, for the term \( \delta^\top (\hat{H} - H^*) \delta \), according to Lemma 3.2.3 in [315], with high probability we have
\[ \sup_{\|b\|_2 = 1} |b^\top (\hat{\Sigma} - \Sigma^*) b| \leq C \max \left\{ \|b\|_1 \sqrt{\frac{\log p}{n}}, \|b\|_2 \sqrt{2 \log p} \right\} \]

Taking \( b = \delta / \|\delta\|_2 \), we have
\[ |\delta^\top (\hat{\Sigma} - \Sigma^*) \delta| \leq \|\delta\|_2^2 \cdot C \max \left\{ \|\delta\|_1 \sqrt{\frac{\log p}{n}}, \|\delta\|_2 \sqrt{2 \log p} \right\} \]  
(2.78)

Recall that \( \|\delta\|_1 \leq 2\|\delta_S\|_1 \), we have
\[ \|\delta\|_1 \leq 2\|\delta_S\|_1 \leq 2\sqrt{s} \|\delta_S\|_2 \leq 2\sqrt{s} \|\delta\|_2 \]

Plug into (2.78) we obtain
\[ |\delta^\top (\hat{\Sigma} - \Sigma^*) \delta| \leq \|\delta\|_2^2 \cdot C \max \left\{ \sqrt{\frac{s \log p}{n}}, \frac{s \log p}{n} \right\} \]  
(2.79)

Finally, we have
\[ |\delta^\top (\hat{\mu} - \mu^*) \cdot I \cdot \delta| = \|\delta\|_2^2 \cdot |\hat{\mu} - \mu^*| = \|\delta\|_2^2 \cdot \mathcal{O}_\mathbb{P} \left( \sqrt{\frac{s \log p}{n}} \right) \]  
(2.80)

Together with (2.77), with the asymptotic regime \( n \gg s^2 \log^2 p \), we can guarantee that \( \kappa - C \sqrt{s \log p/n} - Cs \log p/n \geq \kappa/2 \). Plug in (2.76), (2.77), (2.79) and (2.80) into (2.75) we have
\[ | - \delta^\top \hat{H} \delta| \geq \frac{\kappa}{2} \cdot \|\delta\|_2^2 - C \cdot \frac{s \log p}{n} \]
Combining with (2.74) we have
\[
\frac{\kappa}{2} \cdot \|\delta\|_2^2 - C \cdot \frac{s \log p}{n} \leq 6\lambda'\|\delta\|_2
\]

Solving this quadratic inequality on \(\|\delta\|_2\) we obtain
\[
\|\delta\|_2 \leq \frac{1}{\kappa} \left( 6\lambda' + \sqrt{(6\lambda')^2 + 4 \cdot \frac{\kappa}{2} \cdot C \cdot \frac{s \log p}{n}} \right) = \mathcal{O}_\mathbb{P}\left( \sqrt{\frac{s \log p}{n}} \right)
\]

Recall that \(\|\delta\|_1 \leq 2\|\delta_S\|_1\), using the norm inequality we obtain
\[
\|\delta\|_1 \leq 2\|\delta_S\|_1 \leq 2\sqrt{s}\|\delta_S\|_2 \leq 2\sqrt{s}\|\delta\|_2 = \mathcal{O}_\mathbb{P}\left( s \sqrt{\frac{\log p}{n}} \right)
\]

\[\square\]

**Remark 18.** The estimation problem (2.73) involves sparse 2-norm, and is therefore computationally intractable. In practice, we can instead use infinity norm in the first constraint in (2.73).
CHAPTER 3
CONSTRAINED HIGH DIMENSIONAL STATISTICAL INFERENCE

3.1 Introduction

Statistical estimation of high dimensional problems has been attracting more and more attention due to the abundance of such data in many emerging fields such as genetic studies, social network analysis, etc. High dimensional geometry is inherently different from low-dimensional geometry. As an example, for linear regression, in low dimensions the Ordinary Least Square (OLS) estimator allows for constructing confidence intervals and hypothesis tests for the true coefficient. In high dimensional models OLS is ill-conditioned so instead we have to solve for penalized estimators like LASSO. In low dimensions we can test for hypothesis such as $H_0 : \alpha^* = 0$ by partial likelihood function while in high dimensions this also fails, due to the large amount of nuisance parameters.

In this chapter we consider a hypothesis testing problem in a high dimensional model under constrained parameter space. For many problems, before analyzing data and fitting models we might already know some constraints on the parameters. This can also be viewed as prior information on the parameters. For example in isotonic regression [34, 335, 86] we have a constraint that the variables are non-decreasing; in non-negative least square problem [284] we have a constraint that the coefficients are non-negative. In real-world reinforcement learning applications, we need to take into consideration the safety of the agent [31, 326, 355]. Also, in Gaussian process, it is sometimes assumed that the parameters satisfy some linear inequality constraints [211].

With this additional information the statistical inference and hypothesis testing for the parameters may be different. For example, consider a simple model: $X \sim N(\mu, 1)$. In general if we want to test whether $\mu$ is 0 or not, i.e. test for $H_0 : \mu = 0$ versus $H_A : \mu \neq 0$, we will reject $H_0$ if the absolute value of the mean $|\bar{x}|$ is relatively large. However, if we have the
constraint that \( \mu \geq 0 \), then we are testing \( H_0 : \mu = 0 \) versus \( H_A : \mu > 0 \), and we reject \( H_0 \) only when \( \bar{x} \) is relatively large.

When we have constraints on parameters, a natural question we want to answer is whether the parameter lies on the boundary or is away from the boundary, since these two cases are usually very different. For example for nonnegativity constraint, we want to know whether the parameter is exactly zero or strictly positive; for monotonic constraint we want to know whether the two variables are equal or one is strictly greater than the other.

In this chapter we perform statistical inference (hypothesis testing) for low dimensional parameters in a high dimensional model under cone constraint. Denote the parameter \( \beta = (\alpha, \theta) \), where \( \alpha \) is the low dimensional parameter of interest and \( \theta \) denotes nuisance parameters. Denote the constraint set \( C \) as a closed and convex cone, and let \( M \in C \) be a linear space in \( C \). In most of the cases \( C \) is a polyhedron and the linear space \( M \) denotes the (subset of) the boundary set of \( C \). In this chapter we want to test

\[
H_0 : \alpha \in M \text{ versus } H_A : \alpha \in C \setminus M,
\]

where we have the constraint \( \alpha \in C \). We develop an algorithm for this constrained testing problem in high dimensional models. Following our procedure we show that the hypothesis test method we propose has asymptotic designed Type I error, and it has much greater power than when the constraints are ignored.

\subsection{Related Work}

**High-dimensional inference without constraint.** There is a vast literature on performing statistical inference for high dimensional models and here we provide a brief overview. Early work [179] shows that the limiting distribution of LASSO estimator is not normal even in low dimensions. More recently, several approaches have been proposed to obtain asymptotic distribution on low dimensional parameters in high dimensional linear model,

Low-dimensional constrained inference. The literature on constrained testing dates back to [79], where the authors prove the asymptotic distribution of the likelihood ratio (LR) test statistic for constrained testing to be weighted Chi-square. [243] further considers testing with unknown covariance matrix, and gives sharp upper and lower bounds for the weights. [122] introduces the test statistics for likelihood ratio test, Wald test, and Kuhn-Tucker test with inequality constraint in linear model, and proves the equivalence of these three tests. [176] proposes one-sided $t$-test when the coefficients’ signs are known. [262] introduces a modified Lagrange multiplier test for testing one-sided problem. [181] proposes Wald test for jointly testing equality and inequality constraints on the parameters. [328] develops asymptotically equivalent tests under linear inequality restrictions for linear models. [177] introduces a locally most mean powerful (LMMP) test. [17] introduces directed tests, which is optimal in terms of power. [40] introduces multiple-endpoint testing in clinical trials. [133] provides Order-Restricted Score Tests for generalized linear and nonlinear mixed models. [18] proposes test when nuisance parameters appear under the alternative hypothesis, but not under the null. [244] gives improved LRT and UIT test. More recently, [215] has discussed halfline test for inequality constraints. [292] gives conservative likelihood ratio test using data-dependent degree of freedom. [370] gives Wald test under inequality constraint in linear
model with spherically symmetric disturbance. [216] proposes an extended MaxT test and gets the power improvement. However, all these existing results are for low dimensional models.

In terms of statistical inference, our work is most related to [237], where the authors establish inference for high dimensional models using decorrelation method. We will review this method in Section 3.2. For constrained testing, our work is most related to [270] where the authors introduce and discuss Chi-bar-squared statistic, and [279] and [224] which form the one sided test to test whether a parameter is zero or strictly positive. Recent works [165, 324] consider hypothesis testing on whether the parameters lie in some convex cone. This is still different from our setting where we know the parameters lie in the convex cone and the goal is to test whether they lie on the boundary of the cone.

3.1.2 Organization of the chapter

In Section 3.2 we give the detailed procedure for our algorithm. Section 3.3 gives assumptions under which our method is valid, and states our main theorem. Sections 3.4 and 3.5 present experimental results on synthetic datasets and real world datasets, respectively. We conclude in Section 3.6.

3.2 Algorithm

In this section we describe our main algorithm. Consider a high dimensional statistical model with parameters $\beta \in \mathbb{R}^p$ and the partition $\beta = (\alpha, \theta)$, where $\alpha$ is $d$ dimensional parameter of interest, and $\theta$ is a $p-d$ dimensional nuisance parameter with $d \ll p$. We write $\alpha = (\alpha_1, ..., \alpha_d)$, and the true parameter as $\beta^* = (\alpha^*, \theta^*)$ with $\|\beta^*\|_0 = s$. Moreover, we have the constraint $\alpha^* \in C$ where $C$ is a closed and convex cone. Let $M \in C$ be a linear space in $C$. In most of the cases $C$ is an polyhedron and the linear space $M$ denotes the
The hypothesis we want to test is

\[ H_0 : \alpha^* \in M \text{ versus } H_A : \alpha^* \in C \setminus M, \]  

(3.1)
i.e. we want to test whether \( \alpha^* \) lies on the boundary of \( C \), or is a strict interior point of \( C \) in at least one direction. For example, with nonnegativity constraint we have \( C = \mathbb{R}^d_+ = \{ \alpha : \alpha \geq 0 \} \) and \( M = \{ \alpha : \alpha = 0 \} \). The hypothesis we want to test is

\[ H_0 : \alpha^* = 0 \text{ versus } H_A : \exists j \in \{1, \ldots, d\} \text{ s.t. } \alpha^*_j > 0. \]

Another example is monotonic constraint where we have \( C = \{ \alpha : \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_d \} \) and \( M = \{ \alpha : \alpha_1 = \alpha_2 = \ldots = \alpha_d \} \). The hypothesis we want to test is

\[ H_0 : \alpha^*_1 = \alpha^*_2 = \ldots = \alpha^*_d \text{ versus } H_A : \exists j \in \{1, \ldots, d-1\} \text{ s.t. } \alpha^*_j < \alpha^*_j + 1. \]

Suppose we have \( n \) independent trials where we allow for \( n < p \). Denote the sample negative log likelihood function as

\[ \ell(\beta) = -\frac{1}{n} \sum_{i=1}^{n} \log L_i(\beta), \]  

(3.2)
where \( L_i(\beta) \) is the likelihood function for one trial \( i \). In low dimensions we can estimate the parameter \( \beta \) by maximum likelihood estimation (MLE). However in high dimensions, MLE may not work. Instead we use the penalized estimator

\[ \hat{\beta} = \arg \min_{\beta} \left\{ \ell(\beta) + P_\lambda(\beta) \right\}, \]  

(3.3)
where \( P_\lambda \) is some penalty function with tuning parameter \( \lambda \). Note that this estimation can be performed with or without the cone constraint \( \alpha \in C \). In Section 3.3 we will see that all we need is the consistency of this estimator.
Let $\nabla \ell(\beta) = \nabla \ell(\alpha, \theta)$ be the gradient of the negative log likelihood function and $\nabla \ell_{\alpha}(\alpha, \theta),\nabla \ell_{\theta}(\alpha, \theta)$ be the corresponding partitions. Similarly let $\nabla^2 \ell(\beta)$ be the sample Hessian matrix, and let $\nabla^2 \ell_{\alpha \alpha}(\beta),\nabla^2 \ell_{\alpha \theta}(\beta),\nabla^2 \ell_{\theta \alpha}(\beta)$ and $\nabla^2 \ell_{\theta \theta}(\beta)$ be the corresponding partitions. Let $H(\beta) = \mathbb{E}(\nabla^2 \ell(\beta))$ be the population Fisher information matrix. Denote $H^* = H(\beta^*)$ and $H_{\alpha \alpha}^*, H_{\alpha \theta}^*, H_{\theta \alpha}^*, H_{\theta \theta}^*$ as the corresponding partitions for $H^*$.

The difficulty of the problem comes from two aspects: the problem is high dimensional, and that we have the constraint on $\alpha$. We first deal with the difficulty from high dimensions. It is well known that in low dimensions we can test for $H_0: \alpha^* = 0$ based on the partial score function

$$S(\alpha) = \nabla_{\alpha}\ell(\alpha, \hat{\theta}(\alpha)),$$

where $\hat{\theta}(\alpha) = \arg\min_{\theta} \ell(\alpha, \theta)$ is the partial maximum likelihood estimator. Under the null hypothesis we have

$$\sqrt{n}S(0) \overset{d}{\to} N(0, H_{\alpha \alpha}^*|\theta),$$

where $H_{\alpha \alpha}^*|\theta = H_{\alpha \alpha}^* - H_{\alpha \theta}^*H_{\theta \theta}^{-1}H_{\theta \alpha}^*$ is the partial information matrix. We then reject the null when $S(0)$ is relatively large. However, in high dimensions this method does not work. To overcome this issue, we follow the decorrelation procedure introduced in [102, 237] as described in Step 1 in Algorithm 2.

**Remark 19.** In Step 1.2, we want to get a linear combination of $\nabla_{\theta} \ell(\alpha^*, \theta^*)$ to best approximate $\nabla_{\alpha} \ell(\alpha^*, \theta^*)$. The population version of this vector should be

$$W^* = \arg\min_W \mathbb{E}\left\{ \nabla_{\alpha}\ell(\alpha^*, \theta^*) - W^T \nabla_{\theta}\ell(\alpha^*, \theta^*) \right\}^2 = H_{\theta \theta}^{-1}H_{\theta \alpha}^*.$$

However, in high dimensions, we cannot directly estimate $W^*$ by the corresponding sample version since the problem is ill-conditioned. So instead we estimate $W^*$ by the Dantzig selector $\hat{W}$.

**Remark 20.** In Step 1.3 we get decorrelated score function which is approximately orthogonal
Algorithm 2 Two-step procedure for statistical inference with cone constraint

Step 1

1.1 Get penalized estimator $\hat{\beta} = (\hat{\alpha}, \hat{\theta})$ using (3.3) for some tuning parameter $\lambda$.

1.2 For each $j = 1, ..., d$, estimate $\hat{w}_j$ by the following Dantzig selector

$$
\hat{w}_j = \arg\min_w \|w\|_1 \text{ s.t. } \|\nabla^2_{\alpha_j \theta} \ell(\hat{\beta}) - w^T \nabla^2_{\theta \theta} \ell(\hat{\beta})\|_{\infty} \leq \lambda',
$$

where $\lambda'$ is a hyper-parameter which we describe how to choose later. Combine them to get matrix $\hat{W}$, i.e., $\hat{W} = (\hat{w}_1, ..., \hat{w}_d)$.

1.3 Define the decorrelated score function:

$$
\hat{U}(\alpha) = \nabla_\alpha \ell(\alpha, \hat{\theta}) - \hat{W}^T \nabla_\theta \ell(\alpha, \hat{\theta}).
$$

1.4 Define the decorrelated estimator:

$$
\tilde{\alpha} = \hat{\alpha} - \left( \frac{\partial \hat{U}(\hat{\alpha})}{\partial \alpha} \right)^{-1} \cdot \hat{U}(\hat{\alpha}). \tag{3.4}
$$

1.5 Define the decorrelated likelihood function:

$$
\ell_{de}(\alpha) = \ell(\alpha, \hat{\theta} - \hat{W}(\alpha - \tilde{\alpha})).
$$

Step 2

2.1 Get one-sided Wald test statistic

$$
T_w = \inf_{b \in M} \left\{ (\tilde{\alpha} - b)^T \hat{H}_{\alpha|\theta}(\tilde{\alpha} - b) \right\} - \inf_{b \in C} \left\{ (\tilde{\alpha} - b)^T \hat{H}_{\alpha|\theta}(\tilde{\alpha} - b) \right\}.
$$

2.2 Get one-sided Likelihood ratio test statistic

$$
T_L = 2n \left( \inf_{b \in M} \ell_{de}(b) - \inf_{b \in C} \ell_{de}(b) \right).
$$

2.3 Get one-sided Score test statistic

$$
T_s = \left( \hat{U}(b_M) - \hat{U}(b_C) \right)^T \hat{H}_{\alpha|\theta}^{-1} \left( \hat{U}(b_M) - \hat{U}(b_C) \right),
$$

where

$$
b_M = \arg\inf_{b \in M} \ell_{de}(b), \text{ and } b_C = \arg\inf_{b \in C} \ell_{de}(b).
$$
to any component of the nuisance score function $\nabla_\theta \ell(\alpha^*, \theta^*)$. This is approximately an unbiased estimating equation for $\alpha$ so the root of this equation should give us an approximately unbiased estimator for $\alpha^*$. Since searching for the root may be computational intensive, we use one Newton step, as stated in (3.4).

With the decorrelated score function, the decorrelated estimator, and the decorrelated likelihood function, under mild conditions we will specify in Section 3.3, we have the following asymptotic distributions [237]:

$$\sqrt{n}\hat{U}(\alpha^*) \rightarrow N(0, H^*_\alpha|\theta),$$
$$\sqrt{n}(\tilde{\alpha} - \alpha^*) \rightarrow N(0, H^{-1}_{\alpha|\theta}),$$
$$2n\left(\ell_{de}(\alpha^*) - \ell_{de}(\tilde{\alpha})\right) \rightarrow \chi^2_d,$$

where $H^*_{\alpha|\theta} = H^*_\alpha - H^*_\alpha H^{-1}_{\theta\theta} H^*_\theta\alpha$, and in practice it can be estimated by

$$\hat{H}_{\alpha|\theta} = \nabla^2_{\alpha\alpha} \ell(\hat{\beta}) - \hat{W}^T \nabla^2_{\theta\alpha} \ell(\hat{\beta}).$$

We then deal with the second difficulty: cone constraint. Since we already get asymptotic normality, we follow the procedure in [270] to construct the Score, Wald and likelihood ratio test statistics, as described in Step 2 in Algorithm 2.

This two-step procedure gives us the final test statistics $T_s$, $T_w$ and $T_L$. In the next section we will show that under null hypothesis, all of them converge weakly to the weighted Chi-square distribution, and from which we can construct valid hypothesis test with asymptotic designed Type I error.

### 3.3 Theoretical result

In this section, we outline the main theoretical properties of our method. We start by providing high-level conditions in Section 3.3.1, and state our main theorem in Section 3.3.2.
that the null distribution is a weighted Chi-square distribution. In Section 3.3.3 we describe
the way to calculate the weights. We analyze the power of our method in Section 3.3.4 and
the proof of the main theorem is given in Section 3.3.5.

3.3.1 Assumptions

In this section we provide high-level assumptions that allow us to establish properties of each
step in our procedure.

**Sparsity Condition:** Both $\beta^*$ and $w^*$ are sparse: $\|\beta^*\|_0 = \|w^*\|_0 = s$. (We use a single
$s$ for notational simplicity, but this is not required for our method to work).

**Score Condition:** The expected value of the score function at true $\beta^*$ is 0:

$$E\left(\nabla \ell(\beta^*)\right) = 0.$$

**Sparse Eigenvalue Condition:** We have $v^T H^* v \geq c_{\min} \|v\|_2^2$ and $v^T \nabla^2 \ell(\hat{\beta}) v \geq c_{\min} \|v\|_2^2$
for any $v$ with $\|v\|_0 = O(s)$. Also both $\nabla \ell(\beta^*)$, $\nabla^2 \ell(\beta^*)$, and $H^*$ are bounded element-wise,
i.e., the maximum element is $O(1)$ and each element has absolute value bounded by some
constant $a$.

Denote $\|A\|_\infty$ as the maximum absolute value of elements in $A$, i.e., $\|A\|_\infty = \max_{j,k} |A_{jk}|$. By saying the maximum element of $H^*$ is $O(1)$, we are assuming $\|H^*\|_\infty = O(1)$.

**Estimation Accuracy Condition:** The penalized estimator $\hat{\beta}$ in (3.3) is a consistent
estimator for the true $\beta^*$:

$$\|\hat{\beta} - \beta^*\|_1 = O(\lambda s) \text{ and } \|\hat{\beta} - \beta^*\|_2 = O(\lambda \sqrt{s}),$$

where $\lambda$ is the hyper-parameter in the penalty $P_\lambda$. 
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**Smooth Hessian Condition:** The Hessian matrix $\nabla^2 \ell(\beta)$ is Lipschitz continuous:

$$\| \nabla^2 \ell(\beta_1) - \nabla^2 \ell(\beta_2) \|_\infty \leq L \cdot \| \beta_1 - \beta_2 \|_1,$$

for some constant $L$.

**Remark 21.** The score condition holds for most of the log likelihood functions. In fact, let $f$ be the likelihood function and $\theta$ be the parameter, then under certain regularity conditions [253], we have

$$E d\theta \log f = E \frac{df}{d\theta} \cdot \frac{1}{f} = \int \frac{df}{d\theta} \cdot \frac{1}{f} \cdot f dx = \int \frac{df}{d\theta} dx = \frac{d}{d\theta} 1 = 0.$$

**Remark 22.** The sparse eigenvalue (SE) condition can be replaced by restricted eigenvalue (RE) condition: let $S = \text{supp}(\beta^*) \cup \text{supp}(w^*)$, RE condition requires $v^T H^* v \geq c_{\min} \|v\|_2^2$ and $v^T \nabla^2 \ell(\hat{\beta}) v \geq c_{\min} \|v\|_2^2$ for any $v$ in the cone $C(S) = \{v : \|v_{Sc}\| \leq c_0 \|v_S\|\}$ for some $c_{\min}, c_0 > 0$. Both sparse eigenvalue condition and restricted eigenvalue condition are common in high dimensional statistical estimation literature, and are known to hold for a large number of models. See Remark 37 in the supplementary material for the proof.

**Remark 23.** The estimation condition is also common for penalized estimators. For example, [232] shows that, if the sample loss function $L$ (e.g. negative log likelihood function $\ell(\beta)$ here) is convex, differentiable, and satisfies Restricted Strong Convexity:

$$\mathcal{L}(\beta^* + \Delta) - \mathcal{L}(\beta^*) - \langle \nabla \mathcal{L}(\beta^*), \Delta \rangle \geq \kappa \|\Delta\|^2$$

for certain $\Delta$, then for $P_\lambda$ being $L_1$ penalty, with $\lambda \geq 2\|\nabla \mathcal{L}(\beta^*)\|_\infty$ we have

$$\|\hat{\beta} - \beta^*\|_1 = O(\lambda s) \quad \text{and} \quad \|\hat{\beta} - \beta^*\|_2 = O(\lambda \sqrt{s}).$$

**Remark 24.** The smooth Hessian condition is to make sure the Hessian matrix is well-
behaved locally, hence to make sure the Dantzig selector $\hat{w}$ is consistent. This condition is also known to hold for general models.

### 3.3.2 Main theorem

Before we proceed with our main theorem, we first introduce the following Lemma 25 which shows the asymptotic distribution of the decorrelated score function and decorrelated estimator constructed in Step 1 of Algorithm 2. It is in the same spirit as and corresponds to Theorem 4.4 and 4.7 in [102]. All the other related lemmas and proofs are provided in the supplementary material. For ease of presentation, in the following Lemma 25 we focus on the case where $\alpha$ is a scalar. It is straightforward to generalize to the vector case.

**Lemma 25.** Suppose all the conditions in Section 3.3.1 are satisfied. Let $\lambda = O(\sqrt{\log p/n})$ in Step 1.1, $\lambda' = O(s^2 \sqrt{\log p/n})$ in Step 1.2, and $s^6 \log^2 p/n = o(1)$, we have

\[
\sqrt{n}\hat{U}(\alpha^*) \to N(0, H^*_{\alpha|\theta}), \tag{3.5}
\]
\[
\sqrt{n}(\hat{\alpha} - \alpha^*) \to N(0, H^*_{\alpha|\theta}^{-1}), \tag{3.6}
\]
\[
\left| H^*_{\alpha|\theta} - \hat{H}^*_{\alpha|\theta} \right| = o_P(1) \tag{3.7}
\]

where $H^*_{\alpha|\theta} = H^*_{\alpha\alpha} - H^*_{\alpha\theta} H^*_{\theta\theta}^{-1} H^*_{\theta\alpha}$ and is estimated by the sample version

\[
\hat{H}^*_{\alpha|\theta} = \nabla^2_{\alpha\alpha} \ell(\hat{\beta}) - \hat{w}^\top \nabla^2_{\theta\alpha} \ell(\hat{\beta}). \tag{3.8}
\]

**Proof.** The outline of the proof follows from [102]. We start from the proof of (3.5) for $\hat{U}(\alpha^*)$.
where by mean value theorem we have:

\[
\hat{U}(\alpha^*) = \nabla_\alpha \ell(\alpha^*, \hat{\theta}) - \hat{w}^T \nabla_{\theta} \ell(\alpha^*, \hat{\theta})
\]

\[
= \nabla_\alpha \ell(\alpha^*, \theta^*) + \nabla_{\alpha \theta}^2 \ell(\alpha^*, \theta^*)(\hat{\theta} - \theta^*) - [\hat{w}^T \nabla_{\theta} \ell(\alpha^*, \theta^*) + \hat{w}^T \nabla_{\theta \theta}^2 \ell(\alpha^*, \hat{\theta})(\hat{\theta} - \theta^*)]
\]

\[
= \underbrace{\nabla_\alpha \ell(\alpha^*, \theta^*) - w^T \nabla_{\theta} \ell(\alpha^*, \theta^*)}_{E_1} + \underbrace{\nabla_{\alpha \theta}^2 \ell(\alpha^*, \theta^*)}_{E_2}
\]

\[
+ \underbrace{[\nabla_{\alpha \theta}^2 \ell(\alpha^*, \hat{\theta}) - \hat{w}^T \nabla_{\theta \theta}^2 \ell(\alpha^*, \hat{\theta})](\hat{\theta} - \theta^*)}_{E_3}
\]

\[
= E_1 + E_2 + E_3,
\]

where \(\bar{\theta} = \theta^* + \bar{u}(\hat{\theta} - \theta^*), \tilde{\theta} = \theta^* + \tilde{u}(\hat{\theta} - \theta^*)\) for some \(\bar{u}, \tilde{u} \in [0, 1]\). We consider the three terms separately. For \(E_1\), by taking \(v = (1; -w^*)\) in Lemma 31, under the null hypothesis we have

\[
\sqrt{n}E_1 \rightarrow N(0, H^*_\alpha \theta).
\]

For \(E_2\), according to Hölder’s inequality, Lemma 32, and Lemma 36 we have

\[
|E_2| \leq \|\hat{w} - w^*\|_1 \cdot \|\nabla_{\theta} \ell(0, \theta^*)\|_\infty = O_p(\lambda s \sqrt{\log p/n}) = O_p(s^3 \log p/n).
\]

For \(E_3\) we have

\[
|E_3| \leq \underbrace{\|\hat{w} - w^*\|_1 \cdot \|\nabla_{\theta} \ell(0, \theta^*)\|_\infty}_{R_1} + \underbrace{\|\nabla_{\alpha \theta}^2 \ell(\alpha^*, \tilde{\theta}) - w^* \nabla_{\theta \theta}^2 \ell(\alpha^*, \tilde{\theta})\|}_{R_2}
\]

\[
\leq R_1 + \underbrace{\|\nabla_{\alpha \theta}^2 \ell(\alpha^*, \tilde{\theta}) - \hat{w}^T \nabla_{\theta \theta}^2 \ell(\alpha^*, \hat{\theta})\|}_{R_2}
\]

\[
\leq R_1 + R_2 + \underbrace{\|w^* \nabla_{\theta \theta}^2 \ell(\alpha^*, \bar{\theta}) - \nabla_{\theta \theta}^2 \ell(\alpha^*, \bar{\theta})\|}_{R_3}
\]

\[
\leq R_1 + R_2 + R_3.
\]

Considering the three terms \(R_1, R_2\) and \(R_3\) separately, according to Lemma 34 and Lemma
Combining all these terms we show that (3.5) holds. We then turn to the proof of (3.7) that \( \hat{H}_{\alpha\theta} \) is an consistent estimator. By definition we have

\[
|\hat{H}_{\alpha\theta} - H^*_{\alpha\theta}| \leq T_1 + |(w^* - \hat{w})^\top H^*_{\theta\alpha}| + |\hat{w}^\top (H^*_{\theta\alpha} - \nabla^2_{\theta\alpha} \ell(\hat{\alpha}, \hat{\theta}))|
\]

\[
\leq T_1 + T_2 + T_3.
\]

Considering the terms \( T_1, T_2 \) and \( T_3 \) separately, according to Lemma 34 and Lemma 36 we have

\[
T_1 = O_p(s \sqrt{\log p/n}),
\]

\[
T_2 \leq \|w^* - \hat{w}\|_1 \cdot \|H^*_{\theta\alpha}\|_\infty = O_p(s^3 \sqrt{\log p/n}),
\]

\[
T_3 \leq \|\hat{w}\|_1 \cdot \|H^*_{\theta\alpha} - \nabla^2_{\theta\alpha} \ell(\hat{\alpha}, \hat{\theta})\|_\infty = O_p(s^2 \sqrt{\log p/n}).
\]

Combining the three terms we show that (3.7) holds. Finally we prove the result (3.6) for
\( \tilde{\alpha} \). By construction we have

\[
\tilde{\alpha} = \hat{\alpha} - \left( \frac{\hat{U}(\hat{\alpha})}{\partial \alpha} \right)^{-1} \cdot \hat{U}(\hat{\alpha}) = \hat{\alpha} - H_{\alpha|\theta}^{-1} \hat{U}(\hat{\alpha}) + \hat{U}(\hat{\alpha}) \left[ H_{\alpha|\theta}^{-1} - \left( \frac{\partial \hat{U}(\hat{\alpha})}{\partial \alpha} \right)^{-1} \right] \]

\[
= \hat{\alpha} - H_{\alpha|\theta}^{-1} \left[ \hat{U}(\alpha^*) + (\hat{\alpha} - \alpha^*) \cdot \frac{\partial \hat{U}(\hat{\alpha})}{\partial \alpha} \right] + S_1
\]

\[
= \hat{\alpha} - H_{\alpha|\theta}^{-1} \hat{U}(\alpha^*) - (\hat{\alpha} - \alpha^*) H_{\alpha|\theta}^{-1} \cdot H_{\alpha|\theta}^{-1} + (\hat{\alpha} - \alpha^*) H_{\alpha|\theta}^{-1} \left[ H_{\alpha|\theta}^{-1} - \left( \frac{\partial \hat{U}(\hat{\alpha})}{\partial \alpha} \right) \right] + S_1
\]

\[
= \alpha^* - H_{\alpha|\theta}^{-1} \hat{U}(\alpha^*) + S_1 + S_2,
\]

(3.9)

where \( \hat{\alpha} = \alpha^* + \tilde{u}(\tilde{\alpha} - \alpha^*) \) for some \( \tilde{u} \in [0, 1] \). We consider the terms \( S_1 \) and \( S_2 \) separately. For \( S_1 \) we have

\[
|\hat{U}(\alpha^*) - \hat{U}(\hat{\alpha})| \leq |\alpha^* - \hat{\alpha}| \cdot \left| \frac{\partial \hat{U}(\hat{\alpha})}{\partial \alpha} \right| = O_p(\lambda).
\]

Moreover, from the analysis of \( \hat{U}(\alpha^*) \) above we have that \( |\hat{U}(\alpha^*)| = O_p(n^{-1/2}) \). We then obtain

\[
|S_1| \leq \left( |\hat{U}(\alpha^*) - \hat{U}(\hat{\alpha})| + |\hat{U}(\alpha^*)| \right) \cdot \left[ H_{\alpha|\theta}^{-1} - \left( \frac{\partial \hat{U}(\hat{\alpha})}{\partial \alpha} \right)^{-1} \right] \leq O_p(s^3 \log p/n).
\]

(3.10)

For \( S_2 \) we have that

\[
|S_2| \leq |\hat{\alpha} - \alpha^*| \cdot H_{\alpha|\theta}^{-1} \cdot \left| H_{\alpha|\theta}^{-1} - \left( \frac{\partial \hat{U}(\hat{\alpha})}{\partial \alpha} \right) \right| \leq O_p(s^3 \log p/n).
\]

(3.11)

Plugging in (3.10) and (3.11) into (3.9) we obtain

\[
\sqrt{n}(\tilde{\alpha} - \alpha^*) = -\sqrt{n} H_{\alpha|\theta}^{-1} \hat{U}(\alpha^*) + o_p(1).
\]

According to (3.5), this gives

\[
\sqrt{n}(\tilde{\alpha} - \alpha^*) \rightarrow N(0, H_{\alpha|\theta}^{-1}).
\]
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and our claim (3.6) holds.

Remark 26. The stated sample complexity $s^6 \log^2 p/n = o(1)$ is for a general model. For specific models we may be able to get sharper results. For example for linear model and generalized linear model $s^2 \log^2 p/n = o(1)$ suffices [237].

In Lemma 25 we focus on the case where $\alpha$ is a scalar. It is straightforward to generalize to the vector case. We are now almost ready for our main theorem. For any positive definite matrix $V$, denote $\langle x, y \rangle_V = x^\top V y$ and $\|x\|_V = (x^\top V x)^{1/2}$ as the inner product and the norm, respectively. For the linear space $M$, the usual orthogonal complement of $M$ associated with $V$ is defined as

$$ M^\perp_V = \{ y : \langle x, y \rangle_V = 0 \text{ for all } x \in M \}. $$

For any positive definite matrix $V \in \mathbb{R}^{m \times m}$ and convex cone $C \subseteq \mathbb{R}^m$, let $y \sim N(0, V)$ and consider

$$ T_0 = y^\top V^{-1} y - \min_{\eta \in C} (y - \eta)^\top V^{-1} (y - \eta). \quad (3.12) $$

It can be shown [270] that $T_0$ is distributed as a weighted mixture of Chi-squared distribution associated with $V$ and $C$ denoted as $T_0 \sim \bar{\chi}^2(V, C)$. That is

$$ \Pr \{ T_0 \geq c \} = \Pr \{ \chi^2(V, C) \geq c \} = \sum_{i=0}^{m} w_i(m, V, C) \cdot \Pr \{ \chi_i^2 \geq c \}, \quad (3.13) $$

where $\chi_i^2$ is a Chi-squared random variable with $i$ degrees of freedom and $\chi_0^2$ is the point mass at 0. Here $w_i(m, V, C)$ are non-negative weights satisfying $\sum_{i=1}^{m} w_i(m, V, C) = 1$. See Section 3.3.3 for details. We then have the following main theorem:

Theorem 27. Suppose the hypothesis we would like to test is $H_0 : \alpha^* \in M$ versus $H_A : \alpha^* \in C \setminus M$ where we have the constraint $\alpha^* \in C$, and suppose all the conditions in Section 3.3.1 are satisfied. Then under the null hypothesis, the test statistics $T_s, T_w$ and $T_L$ constructed in
Step 2 satisfy
\[ T_s, T_w, T_L \rightarrow \chi^2(H^*_\alpha|\theta, C^*), \quad (3.14) \]

where \( C^* = C \cap \frac{1}{H^*_\alpha|\theta} \).

The proof of Theorem 27 is postponed to Section 3.3.5.

Remark 28. Our method is also valid for cones not centered at the origin, for example \( C = \{ \alpha : R\alpha \geq r \} \) and \( M = \{ \alpha : R\alpha = r \} \). The two-step procedure is exactly the same as before. Under the null hypothesis \( R\alpha^* = r \), by removing \( \alpha^* \) from both \( \hat{\alpha} \) and \( b \), we see that \( T_w \) has the same distribution with the case \( C = \{ \alpha : R\alpha \geq 0 \} \) and \( M = \{ \alpha : R\alpha = 0 \} \). This is also validated experimentally by the sum constraint in Section 3.4.

Remark 29. In this work we focus on hypothesis on a low dimension parameter \( \alpha \) only. It is in fact straightforward to extend Theorem 27 to the whole parameter \( \beta \). However, as we will see in Section 3.3.3, the weights of the null distribution (3.14) usually lack closed form expression and can only be calculated using numerical methods in practice. When dimension of parameter of interest is large, this could be computationally intractable.

With this weighted Chi-square distribution under the null, we can build hypothesis test for \( \alpha^* \) with any designed Type I error. It remains to calculate the weights \( w_i \) and the critical value \( c \) in (3.13). We describe the calculation of the weights in the next section. The critical value can be calculated numerically as follow.

Critical value. The final step is to calculate the critical value. Specifically, we want to find critical value \( c \) such that
\[
\Pr \left\{ \chi^2(\hat{H}_{\alpha|\theta}, C^*) \geq c \right\} = \sum_{i=0}^{m} w_i(m, \hat{H}_{\alpha|\theta}, C^*) \cdot \Pr \left\{ \chi_i^2 \geq c \right\} = \gamma,
\]
where \( \gamma \) is the designed Type I error. This can be solved numerically by binary search on \( c \).
Combining all these result we are able to build valid testing procedure for the original hypothesis (3.1) with asymptotic designed Type I error $\gamma$ by calculating the $1 - \gamma$ quantile of the weighted Chi-squared distribution, and reject $H_0$ when $T_s, T_w$ or $T_L$ is greater than this quantile.

### 3.3.3 Weights Calculation

According to Lemma 25, the covariance matrix $H_{\alpha|\theta}^*$ can be consistently estimated by sample version (3.8). The cone $C^*$ depends on the constraint space $C$, $M$ and $H_{\alpha|\theta}^*$. For example for non-negative constraint, we have $M = \{\alpha : \alpha = 0\}$ and hence $M^\perp_{H_{\alpha|\theta}^*} = \mathbb{R}^d$ and $C^* = C \cap M^\perp_{H_{\alpha|\theta}^*} = C$; for monotonic constraint, we have $M = \{\alpha : \alpha_1 = \alpha_2 = \ldots = \alpha_d\}$ and hence $M^\perp_{H_{\alpha|\theta}^*} = \{\alpha : 1^\top H_{\alpha|\theta}^* \cdot \alpha = 0\}$. Since $C = \{\alpha : \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_d\}$, we have

$$C^* = C \cap M^\perp_{H_{\alpha|\theta}^*} = \{\alpha : \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_d, 1^\top H_{\alpha|\theta}^* \cdot \alpha = 0\}.$$  

The weights $w_i(d, H_{\alpha|\theta}^*, C^*)$ depend on $H_{\alpha|\theta}^*$ and $C^*$ and can be complicated and without closed form expression. Here we briefly review the expression of general weights $w_i(m, V, C)$ for some general dimension $m$, covariance matrix $V$, and cone $C$ obtained in [188]. We refer to [270] for more detailed formulas. We start from the simplest case where $C = \mathbb{R}^m_+$ and $V = I$. From (3.12) we have

$$T_0 = \sum_{i=1}^{m} \max(y_i, 0)^2 \sim \chi^2(I, \mathbb{R}^m_+).$$

We can see that the weight $w_i(m, I, \mathbb{R}^m_+)$ depends on the number of positive components of $y$: if $i$ of them are positive then the distribution would be $\chi^2_i$. There are in total $2^m$ choices of signs on each component of $y$ and therefore

$$w_i(m, I, \mathbb{R}^m_+) = 2^{-m} \binom{m}{i}.$$
We then consider $C = \mathbb{R}^m_+$ with general $V$ where the weights are given by

$$w_i(m, V, \mathbb{R}^m_+) := \sum_{|A|=i, A \subseteq [m]} p\left\{(V_{A^c})^{-1}\right\} \cdot p\left\{V_{A; A^c}\right\}, \quad (3.15)$$

where the summation runs over all subsets $A$ of $\{1, \ldots, m\}$ having $i$ elements. $A^c$ is the complement of $A$ and $V_A$ is the submatrix of $V$ corresponding to those $y_i$ where $i \in A$. $V_{A; A^c}$ is the covariance matrix under the condition $y_j = 0$ where $j \in A^c$. Finally $p(\Lambda)$ denotes the probability that $z \geq 0$ for a Gaussian random variable $z \sim N(0, \Lambda)$.

The weight (3.15) can be approximated using Monte Carlo simulation when $m$ is relatively small. For large $m$ this could be computational intensive, but since we are interested in $\alpha \in \mathbb{R}^d$ with $d \ll p$ we expect $d$ to be relatively small.

We then consider more general cones $C$ and show how they can be reduced to the above case $C = \mathbb{R}^m_+$ as proposed in [270]. First suppose $C$ is defined by linear inequality constraints

$$C_R = \{ \alpha : R\alpha \geq 0 \},$$

where $R \in \mathbb{R}^{m \times m}$ is nonsingular. In this case by linear transformation we have

$$w_i(m, V, C_R) = w_i(m, RV R^\top, \mathbb{R}^m_+).$$

More generally suppose $R \in \mathbb{R}^{k \times m}$ with rank $k$, we have

$$w_{m-k+j}(m, V, C_R) = w_j(k, RV R^\top, \mathbb{R}^m_+),$$

and the remaining weights vanish.

Finally consider the standard linear constraint with $C = \{ \alpha : R\alpha \geq 0 \}$ and $M = \{ \alpha : R\alpha = 0 \}$ where $R \in \mathbb{R}^{k \times m}$ has full row rank. In this case we can calculate the final weights associated with $C^*$ directly. We first find $A \in \mathbb{R}^{(m-k) \times m}$ as the null space of $RV$ satisfying
$RVA^\top = 0$. Then the cone $C^*$ is given by

$$C^* = \{ \alpha : R\alpha \geq 0, A\alpha = 0 \},$$

and the final weights associated with $C^*$ are given by

$$w_j(m, V, C^*) = w_j(k, RV R^\top, \mathbb{R}_n^m).$$

### 3.3.4 Power analysis

In this section we analyze the power of our proposed method and compare with the standard method where the constraints are ignored. Since it is unclear how to define the margin and alternative hypothesis for general cone constraint, in this section we focus on the nonnegativity constraint. The idea can be generalized to general cone straightforwardly.

We start from the scalar case where $d = 1$ and $\alpha$ is a scalar. In this case we want to test for

$$H_0 : \alpha^* = 0 \text{ versus } H_A : \alpha^* > 0.$$  

To ease calculation we assume we have $n = 1$ sample and the variance is known as $\sigma^2 = H_{\alpha|\theta} = 1$. Since the three tests are asymptotically equivalent, we focus on Wald test only. According to Step 2 we have $T_w = \max(\tilde{\alpha}, 0)^2$ where $\tilde{\alpha} \to N(\alpha^*, 1)$ by Lemma 25. Under the null hypothesis $\alpha^* = 0$, the asymptotic null distribution of $T_w$ is given by

$$T_w \to \frac{1}{2} \chi_0^2 + \frac{1}{2} \chi_1^2.$$  

Based on this asymptotic null distribution we reject the null hypothesis when $T_w$ is large. For standard Wald test where the nonnegativity constraint is ignored, the asymptotic null distribution is $\tilde{\alpha} \to N(0, 1)$ and we reject the null hypothesis when $\tilde{\alpha}$ is large. Denote $\Phi(\cdot)$ as the cumulative distribution function of standard normal variable. Given the designed Type I
error $\gamma$, the critical value for standard method is given by $\tau_1 = \Phi^{-1}(1 - \gamma/2)$ and the critical value for our method is given by $\tau_2 = \Phi^{-1}(1 - \gamma)$. Under the alternative hypothesis that $\alpha^* > 0$, the power of the standard method is given by

$$P_{\text{standard}}(\text{reject} \mid \alpha^*) = 1 - \Phi(\tau_1 - \alpha^*) + \Phi(-\tau_1 - \alpha^*),$$

while the power of our method is given by

$$P_{\text{our}}(\text{reject} \mid \alpha^*) = 1 - \Phi(\tau_2 - \alpha^*).$$

It is straightforward to calculate that

$$f(\alpha^*) := P_{\text{our}}(\text{reject} \mid \alpha^*) - P_{\text{standard}}(\text{reject} \mid \alpha^*) = [\Phi(\tau_1 - \alpha^*) - \Phi(\tau_2 - \alpha^*)] - \Phi(-\tau_1 - \alpha^*).$$

For small $\alpha^*$ ($0 < \alpha^* \leq \tau_1 + \tau_2$), we have

$$\Phi(\tau_1 - \alpha^*) - \Phi(\tau_2 - \alpha^*) \geq \frac{\gamma}{2} > \Phi(-\tau_1 - \alpha^*),$$

and hence $f(\alpha^*) > 0$. For large $\alpha^*$ ($\alpha^* > \tau_1 + \tau_2$), we write $\alpha^* = \tau_1 + \tau_2 + \epsilon$ with some $\epsilon > 0$ and rewrite $f(\alpha^*)$ as

$$g(\epsilon) := f(\alpha^*) = \Phi(-\tau_2 - \epsilon) - \Phi(-\tau_1 - \epsilon) - \Phi(-2\tau_1 - \tau_2 - \epsilon).$$

Clearly we have $g(0) > 0$ and $g(+\infty) = 0$ and also

$$g'(\epsilon) = -\phi(-\tau_2 - \epsilon) + \phi(-\tau_1 - \epsilon) + \phi(-2\tau_1 - \tau_2 - \epsilon)$$

$$= -\phi(\tau_2 + \epsilon) + \phi(\tau_1 + \epsilon) + \phi(2\tau_1 + \tau_2 + \epsilon),$$

where $\phi(\cdot)$ denotes the probability density function of standard normal variable. Since $\phi(\cdot)$
decays exponentially, some simple calculation shows that \( g'(\epsilon) < 0 \) for any \( \epsilon > 0 \). Together with the fact that \( g(0) > 0 \) and \( g(+\infty) = 0 \), we know \( g(\epsilon) > 0 \) for any \( \epsilon > 0 \), which indicates that \( f(\alpha^*) > 0 \) for \( \alpha^* > \tau_1 + \tau_2 \). Therefore, for any \( \alpha^* > 0 \), we have \( f(\alpha^*) > 0 \) which shows that our method has greater power than the standard method.

Figure 3.1 shows the powers obtained by our method and standard method for \( \gamma = 0.05 \). We can see that when \( \alpha^* = 0 \) (i.e. under the null) both methods have Type I error 0.05. As \( \alpha^* \) increases and the null is violated, our method has much larger power compared to the standard method. Finally when \( \alpha^* \) is sufficiently large, both methods has power close to 1.

We then turn to the vector case where \( \alpha \in \mathbb{R}^d \). Again to ease calculation we assume we have \( n = 1 \) sample and the variance is known as \( \Sigma = H_{\alpha|\theta}^* = I_d \). In this case we have \( \widetilde{\alpha} \to N(\alpha^*, I_d) \) by Lemma 25, and the asymptotic null distribution of \( T_w \) is given by

\[
T_w \to \sum_{i=0}^{d} 2^{-d} \left( \binom{d}{i} \right) \chi_i^2.
\]

To violate the null hypothesis, we increase the value \( \alpha^*_1 \) and \( \alpha^*_2, \ldots, \alpha^*_d \) remain to be 0. Figure 3.2 shows the comparison result for \( d = 4 \) and \( \gamma = 0.05 \). The pattern is similar to Figure 3.1.

Figure 3.1: Comparison of power with \( d = 1 \)  
Figure 3.2: Comparison of power with \( d = 4 \)
3.3.5 Proof of Theorem 27

Before we proceed with the main proof, we first introduce the following lemma in [270].

**Lemma 30.** For any positive definite matrix \( V \in \mathbb{R}^{m \times m} \), convex cone \( C \subseteq \mathbb{R}^m \) and linear space \( M \subseteq C \), let \( y \sim N(\mu, V) \) with \( \mu \in M \). Then the statistic

\[
T = \min_{\eta \in M} (y - \eta)\top V^{-1} (y - \eta) - \min_{\eta \in C} (y - \eta)\top V^{-1} (y - \eta)
\]

has the distribution \( \chi^2(V, C^*) \) where \( C^* = C \cap M_{V}^\perp \).

**Proof.** Denote \( P(\cdot, C) \) as the orthogonal projection onto \( C \) according to norm \( \| \cdot \|_{V^{-1}} \). We have

\[
\| y - P(y, C) \|_{V^{-1}}^2 = \min_{\eta \in C} (y - \eta)\top V^{-1} (y - \eta).
\]

Since \( M \) is linear space, we have the Pythagoras’ theorem

\[
\| y - P(y, M) \|_{V^{-1}}^2 = \| y - P(y, C) \|_{V^{-1}}^2 + \| P(y, C^*) \|_{V^{-1}}^2.
\]

Then (3.16) follows directly from (3.12).

We then proceed with the proof of Theorem 27. According to Lemma 25 we have

\[
\sqrt{n}(\tilde{\alpha} - \alpha^*) \rightarrow N(0, H_{\alpha|\theta}^{-1}).
\]

Under the null \( \alpha^* \in M \), Lemma 30 immediately indicates that \( T_w \rightarrow \chi^2(H_{\alpha|\theta}^*, C^*) \), where \( C^* = C \cap M_{H_{\alpha|\theta}}^\perp \). We then show that \( T_L \) and \( T_s \) are asymptotically equivalent to \( T_w \). For \( T_L \), following Proposition 4.2.2 in [278], we have the local quadratic approximation

\[
\ell_{de}(b) = \ell_{de}(\tilde{\alpha}) + \frac{\partial^2 \ell_{de}(\alpha)}{\partial \alpha^2} \bigg|_{\alpha = \tilde{\alpha}} (b - \tilde{\alpha}) + \frac{1}{2} (b - \tilde{\alpha})\top \frac{\partial^2 \ell_{de}(\alpha)}{\partial \alpha^2} \bigg|_{\alpha = \tilde{\alpha}} (b - \tilde{\alpha}) + o_p(1)
\]

\[
= \ell_{de}(\tilde{\alpha}) + \frac{1}{2} (b - \tilde{\alpha})\top \hat{H}_{\alpha|\theta} (b - \tilde{\alpha}) + o_p(1),
\]
where the second term follows from the definition of $\tilde{\alpha}$ and the following Taylor expansion

$$
\left. \frac{\partial \ell_{de}(\alpha)}{\partial \alpha} \right|_{\alpha = \tilde{\alpha}} = \hat{U}(\tilde{\alpha}) = \hat{U}(\tilde{\alpha}) + \left( \frac{\partial \hat{U}(\tilde{\alpha})}{\partial \alpha} \right) \cdot (\tilde{\alpha} - \hat{\alpha}) + o_p(1) = o_p(1).
$$

The first term $\ell_{de}(\tilde{\alpha})$ is a constant over $b$, therefore we have

$$
T_L = 2 \left( \inf_{b \in M} \ell_{de}(b) - \inf_{b \in C} \ell_{de}(b) \right)
= \inf_{b \in M} \left\{ (\tilde{\alpha} - b)^\top \hat{H}_{\alpha|\theta}(\tilde{\alpha} - b) + o_p(1) \right\} - \inf_{b \in C} \left\{ (\tilde{\alpha} - b)^\top \hat{H}_{\alpha|\theta}(\tilde{\alpha} - b) + o_p(1) \right\}
= T_w + o_p(1).
$$

This shows that $T_L$ has the same asymptotic distribution as $T_w$. Similarly, for $T_s$ we have the local approximation

$$
\hat{U}(b) = \hat{U}(\tilde{\alpha}) + \hat{H}_{\alpha|\theta}(b - \tilde{\alpha}) + o_p(1).
$$

Plugging in $b_M$ and $b_C$ we obtain

$$
T_s = \left( \hat{U}(b_M) - \hat{U}(b_C) \right)^\top \hat{H}_{\alpha|\theta}^{-1} \left( \hat{U}(b_M) - \hat{U}(b_C) \right)
= (b_M - b_C)^\top \hat{H}_{\alpha|\theta}(b_M - b_C) + o_p(1)
= (\tilde{\alpha} - b_M)^\top \hat{H}_{\alpha|\theta}(\tilde{\alpha} - b_M) - (\tilde{\alpha} - b_C)^\top \hat{H}_{\alpha|\theta}(\tilde{\alpha} - b_C) + o_p(1)
= T_w + o_p(1),
$$

where the third equality comes from the Pythagoras’ theorem

$$
\|\tilde{\alpha} - P(\tilde{\alpha}, C)\|^2 = \|\tilde{\alpha} - P(\tilde{\alpha}, M)\|^2 + \|P(\tilde{\alpha}, M) - P(\tilde{\alpha}, C)\|^2,
$$
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and the fact that

\[
\begin{align*}
    b_M &= \arg \inf_{b \in M} \ell_{de}(b) = \arg \inf_{b \in M} \left\{ \ell_{de}(\bar{\alpha}) + \frac{1}{2} (b - \bar{\alpha})^\top \hat{H}_{\theta\mid\alpha}(b - \bar{\alpha}) + o_p(1) \right\} \\
    &= \arg \inf_{b \in M} \left\{ (b - \bar{\alpha})^\top \hat{H}_{\theta\mid\alpha}(b - \bar{\alpha}) \right\} + o_p(1).
\end{align*}
\]

This shows that \( T_s \) has the same asymptotic distribution as \( T_w \), which completes the proof.

### 3.4 Synthetic Data

In this section we apply our method on synthetic datasets. We consider linear model \( Y = X \beta^* + \epsilon \) with \( \epsilon \sim N_n(0, \sigma^2 I_n) \), and impose different kinds of constraints on the first two variables \( \alpha^* = (\alpha^*_1, \alpha^*_2) = (\beta^*_1, \beta^*_2) \). Specifically, we consider the following three constraints.

1. Monotonicity constraint. We have the monotonic constraint \( \alpha^*_1 \leq \alpha^*_2 \), and the hypothesis we would like to test is

\[
    H_0 : \alpha^*_1 = \alpha^*_2 \quad \text{versus} \quad H_A : \alpha^*_1 < \alpha^*_2.
\]

For the experiment we set \( \alpha^*_1 = \alpha^*_2 = -1 \) and \( \alpha^*_i = 0 \) elsewhere.

2. Non-negativity constraint. We have the non-negative constraint \( \alpha^*_1, \alpha^*_2 \geq 0 \), and the hypothesis we would like to test is

\[
    H_0 : \alpha^*_1 = \alpha^*_2 = 0 \quad \text{versus} \quad H_A : \alpha^*_1 > 0 \quad \text{or} \quad \alpha^*_2 > 0.
\]

For the experiment we set \( \alpha^*_1 = \alpha^*_2 = 0, \alpha^*_p = \alpha^*_p - 1 = 1 \) where \( p \) is the dimension of \( \beta \), and \( \alpha^*_i = 0 \) elsewhere.

3. Sum constraint. We have the sum constraint \( \alpha^*_1 + \alpha^*_2 \leq -2 \), and the hypothesis we
would like to test is

\[ H_0 : \alpha_1^* + \alpha_2^* = -2 \quad \text{versus} \quad H_A : \alpha_1^* + \alpha_2^* < -2. \]

For the experiment we set \( \alpha_1^* = \alpha_2^* = -1 \) and \( \alpha_i^* = 0 \) elsewhere.

In low dimensions we have the Least Square estimator \( \hat{\beta} = (X^\top X)^{-1}X^\top Y \) with \( \hat{\beta} \sim N(\beta^*, \sigma^2(X^\top X)^{-1}) \), from which we can construct confidence interval and hypothesis testing for \( \beta^* \). In high dimension Least Square estimator is ill-conditioned so we instead calculate penalized estimator \( \hat{\beta} \) according to (3.3). For example letting \( P_\lambda \) be \( L_1 \) penalty we get the LASSO estimator. Alternatively we can get the estimator \( \hat{\beta} \) under constraint. For example for non-negativity constraint, we can get nonnegative sparse estimator directly [284]. In [237] the authors show that our conditions in Section 3.3.1 are satisfied for linear regression so we then follow our procedure to calculate the test statistics \( T_s, T_w \) and \( T_L \). We set \( \sigma = 1 \) and we assume \( \sigma \) is known. Each row of \( X \) is sampled from multivariate normal distribution \( X \sim N_p(0, \Sigma) \), where \( \Sigma \) is a Toeplitz matrix with \( \Sigma_{jk} = \rho|j-k| \). The tuning parameter is set to be \( \lambda = \sqrt{\log p/n} \) and \( \lambda' = \frac{1}{2} \sqrt{\log p/n} \). We vary \( \rho \in \{0.2, 0.4, 0.6, 0.8\} \), \( p \in \{100, 300, 500\} \) and for each setting we generate \( n = 200 \) samples. The averaged empirical Type I error on 500 replicates under the three different constraints are shown in Table 3.1-3.3. The designed Type I error is 5%.

From the three tables we see that our algorithm works well for all these three constraints. We then check the power of our algorithm. For each constraint, we introduce a variable \textit{margin} that measures how much we violate the null hypothesis (i.e. how far we are away from the boundary). Specifically, for monotonic constraint, we set \( \alpha_1^* = -1, \alpha_2^* = -1 + \text{margin} \); for non-negative constraint we set \( \alpha_1^* = \alpha_2^* = \text{margin}/2 \); for sum constraint, we set \( \alpha_1^* = -1, \alpha_2^* = -1 - \text{margin} \). Intuitively, as the margin increases, the power of the test will increase. For all the three constraints, we compare the power of our testing procedures to the standard Wald/Score/Likelihood ratio tests where we ignore the constraint. For example for monotonic
Table 3.1: Empirical Type I error for monotonic constraint

<table>
<thead>
<tr>
<th>Method</th>
<th>p</th>
<th>ρ</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
<td>100</td>
<td>0.2</td>
<td>6.4%</td>
<td>5.6%</td>
<td>5.4%</td>
<td>6.8%</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.4</td>
<td>6.6%</td>
<td>5.4%</td>
<td>6.4%</td>
<td>5.6%</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.6</td>
<td>6.8%</td>
<td>5.4%</td>
<td>6.6%</td>
<td>6.6%</td>
</tr>
<tr>
<td>Wald</td>
<td>100</td>
<td>0.2</td>
<td>5.4%</td>
<td>4.4%</td>
<td>4.8%</td>
<td>7.0%</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.4</td>
<td>5.0%</td>
<td>3.6%</td>
<td>5.2%</td>
<td>6.2%</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.6</td>
<td>3.8%</td>
<td>3.2%</td>
<td>3.8%</td>
<td>5.2%</td>
</tr>
<tr>
<td>LR</td>
<td>100</td>
<td>0.2</td>
<td>6.2%</td>
<td>4.8%</td>
<td>5.4%</td>
<td>6.4%</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.4</td>
<td>5.2%</td>
<td>5.2%</td>
<td>5.8%</td>
<td>6.4%</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.6</td>
<td>4.8%</td>
<td>4.0%</td>
<td>6.0%</td>
<td>5.6%</td>
</tr>
</tbody>
</table>

Table 3.2: Empirical Type I error for non-negative constraint

<table>
<thead>
<tr>
<th>Method</th>
<th>p</th>
<th>ρ</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
<td>100</td>
<td>0.2</td>
<td>5.6%</td>
<td>6.2%</td>
<td>6.2%</td>
<td>4.8%</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.4</td>
<td>4.6%</td>
<td>5.2%</td>
<td>5.2%</td>
<td>6.2%</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.6</td>
<td>5.4%</td>
<td>5.6%</td>
<td>5.0%</td>
<td>5.2%</td>
</tr>
<tr>
<td>Wald</td>
<td>100</td>
<td>0.2</td>
<td>5.6%</td>
<td>4.8%</td>
<td>5.0%</td>
<td>4.6%</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.4</td>
<td>5.0%</td>
<td>3.6%</td>
<td>4.0%</td>
<td>3.6%</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.6</td>
<td>3.2%</td>
<td>4.2%</td>
<td>3.4%</td>
<td>3.2%</td>
</tr>
<tr>
<td>LR</td>
<td>100</td>
<td>0.2</td>
<td>6.0%</td>
<td>5.0%</td>
<td>5.8%</td>
<td>4.6%</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.4</td>
<td>3.6%</td>
<td>4.2%</td>
<td>3.6%</td>
<td>4.8%</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.6</td>
<td>3.6%</td>
<td>3.4%</td>
<td>4.8%</td>
<td>4.4%</td>
</tr>
</tbody>
</table>

constraint our method tests for

\[ H_0 : \alpha^*_1 = \alpha^*_2 \quad \text{versus} \quad H_A : \alpha^*_1 < \alpha^*_2, \]

while the standard method tests for

\[ H_0 : \alpha^*_1 = \alpha^*_2 \quad \text{versus} \quad H_A : \alpha^*_1 \neq \alpha^*_2. \]

We vary \( \text{margin} \in \{0, 0.05, 0.1, 0.2, 0.3, 0.5, 1\} \) where \( \text{margin} = 0 \) corresponds to null
Table 3.3: Empirical Type I error for sum constraint

<table>
<thead>
<tr>
<th>Method</th>
<th>( p )</th>
<th>( \rho )</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
<td>100</td>
<td>4.8%</td>
<td>6.2%</td>
<td>5.4%</td>
<td>5.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>4.8%</td>
<td>4.4%</td>
<td>5.8%</td>
<td>5.4%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>4.4%</td>
<td>3.8%</td>
<td>3.6%</td>
<td>4.0%</td>
<td></td>
</tr>
<tr>
<td>Wald</td>
<td>100</td>
<td>3.6%</td>
<td>5.4%</td>
<td>4.2%</td>
<td>4.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>3.8%</td>
<td>4.4%</td>
<td>3.6%</td>
<td>4.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>4.0%</td>
<td>3.6%</td>
<td>4.2%</td>
<td>4.0%</td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>100</td>
<td>4.2%</td>
<td>5.6%</td>
<td>4.4%</td>
<td>5.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>3.8%</td>
<td>4.4%</td>
<td>4.8%</td>
<td>5.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>3.4%</td>
<td>4.0%</td>
<td>5.2%</td>
<td>4.6%</td>
<td></td>
</tr>
</tbody>
</table>

hypothesis and others corresponds to alternative hypothesis. Under the alternative hypothesis, for both our method and standard method, Wald/Score/Likelihood ratio tests gives nearly identical power. Therefore we only report the mean of them. The comparison results on 500 replicates are shown in Table 3.4, and we can see that by considering the known constraint, our tests have much stronger power.

Table 3.4: Power of the tests

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Method</th>
<th>margin 0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.5</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monotonic</td>
<td>Our method</td>
<td>0.045</td>
<td>0.061</td>
<td>0.113</td>
<td>0.211</td>
<td>0.331</td>
<td>0.597</td>
<td>0.988</td>
</tr>
<tr>
<td></td>
<td>Standard method</td>
<td>0.047</td>
<td>0.044</td>
<td>0.068</td>
<td>0.138</td>
<td>0.235</td>
<td>0.488</td>
<td>0.978</td>
</tr>
<tr>
<td>Non-negative</td>
<td>Our method</td>
<td>0.036</td>
<td>0.069</td>
<td>0.112</td>
<td>0.278</td>
<td>0.504</td>
<td>0.879</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>Standard method</td>
<td>0.039</td>
<td>0.032</td>
<td>0.047</td>
<td>0.134</td>
<td>0.323</td>
<td>0.788</td>
<td>1.000</td>
</tr>
<tr>
<td>Sum</td>
<td>Our method</td>
<td>0.060</td>
<td>0.169</td>
<td>0.266</td>
<td>0.478</td>
<td>0.712</td>
<td>0.950</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>Standard method</td>
<td>0.041</td>
<td>0.097</td>
<td>0.156</td>
<td>0.340</td>
<td>0.596</td>
<td>0.922</td>
<td>1.000</td>
</tr>
</tbody>
</table>

3.5 Real Data

In this section we apply our method to two real datasets on ARCH model and information diffusion model. For both the models, we have the *intrinsic* non-negative constraint on the parameters. Therefore, to provide statistical inference on the parameters, we should use
3.5.1 ARCH Model

As a first example, we consider the application of our method in financial economics, where most of the existing works focus on estimations and predictions [171, 107, 214, 106, 25]. However, people are usually more interested in testing whether a specific factor affects the prediction results, with a focus on testing inequality constraints [328]. The model we consider is the autoregressive conditional heteroscedasticity (ARCH) model introduced in [94]. ARCH model is very popular in modeling financial economic time series like exchange rates, commodity prices. The main feature is that ARCH model attempts to model the variance as well. More formally, ARCH models assume the variance of the current error term to be a function of the actual sizes of the previous time periods’ error terms. To introduce the model, let \( \mathcal{F}_t \) be the information up to time \( t \), \( y_t \) be the dependent variable and \( x_t \) be exogeneous variables included in \( \mathcal{F}_{t-1} \) (\( x_t \) may contain lagged dependent variables like \( y_{t-1} \) and \( y_{t-2} \)).

An ARCH model with lag length \( q \) can be written as

\[
\begin{align*}
    y_t | \mathcal{F}_{t-1} &\sim N(x_t^\top \beta, h_t), \\
    h_t &= \alpha_0 + \alpha_1 \epsilon_{t-1}^2 + \ldots + \alpha_q \epsilon_{t-q}^2, \\
    \epsilon_t &= y_t - x_t^\top \beta.
\end{align*}
\]

(3.17)

From the definition of the model we can see that, if some \( \alpha_i \) in (3.17) is negative, then a large value for \( \epsilon_{t-i} \) would lead to negative variance for \( y_t \). Hence the admissible range for \( \alpha_1, \ldots, \alpha_q \) should be \( \{\alpha_1 \geq 0, \ldots, \alpha_q \geq 0\} \). Therefore, the testing problem should be

\[
H_0 : \alpha_i = 0 \quad \text{versus} \quad H_A : \alpha_i > 0,
\]
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instead of

\[ H_0 : \alpha_i = 0 \text{ versus } H_A : \alpha_i \neq 0. \]

In this section we focus on \( \alpha_1 \) and test for \( H_0 : \alpha_1 = 0 \) versus \( H_A : \alpha_1 > 0. \)

The data we use are the All Ordinaries Index (Australia) from January 5, 1984 to November 29, 1985, denoted as \( I_t \). This index is a weighted average of the prices of selected shares in Australia which corresponds to the Dow-Jones Index in the United States. The data are from the *Australian Financial Review*. We have a total of 484 observations. The return variable \( y_t \) is defined as \( \log \left( I_t / I_{t-1} \right) \), and \( x_t \) are the lagged dependent variables.

We estimate \( \alpha \) by first estimating the best fitting autoregressive model \( AR(q) \):

\[
y_t = a_0 + a_1 y_{t-1} + \ldots + a_q y_{t-q} + \epsilon_t.
\]

We then obtain the squares of the error \( \hat{\epsilon}^2 \) and regress them on a constant and \( q \) lagged values:

\[
\hat{\epsilon}_t^2 = \hat{\alpha}_0 + \hat{\alpha}_1 \hat{\epsilon}_{t-1}^2 + \ldots + \hat{\alpha}_q \hat{\epsilon}_{t-q}^2.
\]

The estimation is based on LASSO estimator with \( L_1 \) penalty. We then follow our procedure to give the \( p \)-value. We choose \( q = 30 \) here and it turns out that the result is not sensitive to the choice of \( q \). All the three tests give \( p \)-value 0.41, indicating that we should not reject the null. This result is consistent with the claim in [279].

### 3.5.2 Information Diffusion

The second model we consider is the network model. Network and graphical models have been widely used in fields including neuroscience, social sciences, and statistics [117, 376, 111, 366, 226, 92, 109, 110, 38, 174, 112]. We consider the time diffusion model where a diffusion matrix \( A \) quantifies the structure between nodes. If \( a_{ij} \neq 0 \) then there is a link
Figure 3.3: Network structure by MLE
Figure 3.4: Network structure by our algorithm with fixed critical $p$-value 0.05
$i \to j$ and information from node $i$ may propagate to $j$. The parameter $a_{ij}$ measures how strong the relation is. Clearly only nonnegative $a_{ij}$ is meaningful in this model. Therefore if we want to know whether there exists an edge from $i$ to $j$ (i.e. whether $a_{ij} \neq 0$), this is a constrained testing problem with nonnegativity constraint (i.e. we should test for whether $a_{ij} > 0$). For this network diffusion problem, many existing methods [261, 119, 349, 347] have been proposed to recover the diffusion matrix $A$. However, all of them focus on point estimation with no statistical inference.

The specific diffusion model we use is the discretized CICE model introduced in [251]. We use the Memetracker dataset [199]\(^1\) which contains more than 172 million news articles and blog posts from 1 million online sources. This dataset contains many textual phrases (like ‘lipstick on a pig’) extracted from websites, and the time each website mentioned it. We cluster the phrases to aggregate different textual variants of the same phrase. After aggregating different textual variants of the same phrase, we consider each phrase cluster as a separate cascade $c$. Since all documents are time stamped, a cascade $c$ is simply a set of time-stamps when websites first mentioned a phrase in the phrase cluster $c$. We can observe the times when websites mention a particular phrase but we don’t know where they copied that phrase from.

For the experiments we extract top 50 sites with about 2000 cascades among it. We first use penalized Maximum Likelihood Estimation for discrete CICE model in [251] with appropriate penalty parameter to estimate the network diffusion matrix: this network structure is shown in Figure 3.3. It is very dense and has many false positive edges. We then apply our algorithm to check the significance of each discovered edge. We fix the critical $p$-value to be 0.05 and keep the edges with $p$-value less than or equal to 0.05. After applying our algorithm the estimated network structure is shown in Figure 3.4. This network structure is much sparser and clearer. Note that this is different from using larger penalty on MLE which also gives a more sparse network structure but without statistical significance. In contrast, our procedure

\(^1\) Data available at [http://memetracker.org](http://memetracker.org)
is able to test the significance of each edge. Also note that this 95% confidence is for each edge individually, not the whole graph. If we want to recover the whole graph, that is a multiple testing problem for which we can apply multiple testing techniques on the \( p \)-values given by our algorithm, for example the Holm-Bonferroni method [147].

### 3.6 Conclusion

In this chapter we consider the hypothesis testing problem on low dimensional parameters in high dimensional models with cone constraint on the parameters. We provide modified Wald/Score/Likelihood ratio procedures to test whether the low dimensional parameters are on the boundary of the cone constraint or not. We prove that following our procedure we can get an asymptotic designed Type I error under the null. Our algorithm has stronger power compared to the standard methods where we ignore the constraint.

For future work, it is of interest to consider more general constraint \( C = \{ \alpha : f(\alpha) \geq 0 \} \) and possibly nonlinear boundary set \( M \). Another future extension is to develop algorithms for models where some of our assumptions are violated. For example, for continuous time diffusion model, our Score Condition is violated [119]. Extending our algorithm to incorporate this model is work in progress.

### 3.7 Technical proofs

We provide the proofs of Lemmas used in the previous sections. Some of the proofs are motivated by [102].

**Lemma 31.** Suppose all the conditions in Section 3.3.1 are satisfied, for any vector \( v \in \mathbb{R}^p \) with \( \|v\|_0 \leq s \), we have

\[
\frac{\sqrt{n} v^T \nabla \ell(\beta^*)}{\sqrt{v^T H^* v}} \xrightarrow{d} N(0, 1).
\] (3.18)

**Proof.** We define \( \xi_i(\beta^*) = -\nabla \log L_i(\beta^*) \), where \( L_i \) is the likelihood function for one trial \( i \). According to (3.2), we have \( \nabla \ell(\beta^*) = -\frac{1}{n} \sum_i \nabla \log L_i(\beta^*) = \frac{1}{n} \sum_i \xi_i(\beta^*) \) and from now we
write $\xi_i$ for simplicity. From the definition of $H^*$ we have

$$H^* = n \text{Var} \left( \ell(\beta^*) \right) = \text{Var}(\xi_i),$$

and hence

$$\text{Var}(v^\top \xi_i) = v^\top H^* v.$$

From the score condition we have $E[\xi_i] = 0$ and hence

$$E[v^\top \xi_i] = 0.$$

We then know that $v^\top \xi_i v$ has mean 0 and variance 1. Therefore the LHS of (3.18) is sum of $n$ independent random variables. We then verify the Lyapunov condition [154]:

$$\lim_{n \to \infty} n^{-3/2} \sum_i E \left| \frac{v^\top \xi_i}{\sqrt{v^\top H^* v}} \right|^3 \leq \lim_{n \to \infty} n^{-3/2} \sum_i E \left| \frac{v^\top \xi_i}{\sqrt{c_{\min} \|v\|_2}} \right|^3 \leq \lim_{n \to \infty} n^{-3/2} \sum_i E \left| \frac{v^\top \xi_i}{\sqrt{c_{\min} s \|v\|_1}} \right|^3 = \lim_{n \to \infty} n^{-3/2} \left( \frac{s}{c_{\min}} \right)^{3/2} \sum_i E \left| v^\top \xi_i \|v\|_1 \right|^3 \leq \lim_{n \to \infty} n^{-1/2} \left( \frac{s}{c_{\min}} \right)^{3/2} \max (\xi_i) = 0,$$

where the first inequality comes from the sparse eigenvalue condition on $H^*$ with sparse $v$; the second inequality comes from Cauchy-Schwarz inequality and $\|v\|_0 \leq s$.

Now since the Lyapunov condition is satisfied, we can apply the central limit theorem and obtain

$$\frac{1}{\sqrt{n}} \sum_i \frac{v^\top \xi_i}{\sqrt{v^\top H^* v}} \xrightarrow{d} N(0, 1),$$
which is just
\[
\frac{\sqrt{n} v^\top \nabla \ell_j(\beta^\star)}{\sqrt{v^\top H^* v}} \xrightarrow{d} N(0, 1).
\]

**Lemma 32.** Suppose all the conditions in Section 3.3.1 are satisfied, we have

\[
\|\nabla \ell(\beta^\star)\|_\infty = O_P\left(\sqrt{\frac{\log p}{n}}\right).
\] (3.19)

**Proof.** Each element \([\nabla \ell(\beta^\star)]_j\) is the average over \(n\) terms with absolute value bounded by \(a\). According to Hoeffding’s inequality [146] we have

\[
P\left(\left| \left[\nabla \ell(\beta^\star)\right]_j \right| \geq t \right) \leq 2e^{-\frac{nt^2}{2a^2}}.
\]

Apply union bound and let \(t = C\sqrt{\frac{\log p}{n}}\) we have

\[
P\left(\|\nabla \ell(\beta^\star)\|_\infty > C\sqrt{\frac{\log p}{n}}\right) \leq p \cdot P\left(\left| \left[\ell(\beta^\star)\right]_j \right| \geq C\sqrt{\frac{\log p}{n}}\right) \leq p \cdot 2e^{-\frac{C^2\log p}{2a^2}} \leq 2p^{1-\frac{C^2}{2a^2}}.
\]

We can take large enough \(C\) so that (3.19) holds with high probability. □

**Lemma 33.** Suppose all the conditions in Section 3.3.1 are satisfied, we have

\[
\left\| \nabla^2 \ell(\beta^\star) - H^* \right\|_\infty = O_P\left(\sqrt{\frac{\log p}{n}}\right).
\] (3.20)

**Proof.** By Hoeffding’s inequality again we have

\[
P\left(\left| \nabla^2_{jk} \ell(\beta^\star) - H^*_{jk} \right| \geq C\sqrt{\frac{\log p}{n}}\right) \leq 2 \exp \left\{-\frac{2n^2C^2\log p}{4na^2}\right\} \leq p^{-\frac{C^2}{2a^2}}.
\]
Apply union bound we have

\[
P\left( \left\| \nabla^2 \ell(\beta^*) - H^* \right\|_{\infty} \geq C \sqrt{\frac{\log p}{n}} \right) \leq \sum_{j,k=1,\ldots,p} P\left( \left| \nabla^2_{jk} \ell(\beta^*) - H^*_{jk} \right| \geq C \sqrt{\frac{\log p}{n}} \right) \leq 2p^2 \frac{c^2}{2a^2}.
\]

We can take large enough \( C \) so that (3.20) holds with high probability.

\[\square\]

**Lemma 34.** Suppose all the conditions in Section 3.3.1 are satisfied, for any \( \tilde{\beta} = \beta^* + u(\hat{\beta} - \beta^*) \) with \( u \in [0, 1] \) we have

\[
\left\| \nabla^2 \ell(\tilde{\beta}) \right\|_{\infty} = O_P(1),
\]

\[
\left\| \nabla^2 \ell(\tilde{\beta}) - H^* \right\|_{\infty} = O_P\left( s \sqrt{\frac{\log p}{n}} \right).
\]

**Proof.** From the definition we know \( \tilde{\beta} \) is of the same order with \( \beta^* \) and \( \hat{\beta} \). The first claim comes from the second claim and the condition \( \left\| H^* \right\|_{\infty} = O(1) \). For the second claim, we have,

\[
\left\| \nabla^2 \ell(\tilde{\beta}) - H^* \right\|_{\infty} \leq \left\| \nabla^2 \ell(\tilde{\beta}) - \nabla^2 \ell(\beta^*) \right\|_{\infty} + \left\| \nabla^2 \ell(\beta^*) - H^* \right\|_{\infty}.
\]

(3.21)

For the first term in (3.21), according to Smooth Hessian Condition and Estimation Accuracy Condition we have

\[
\left\| \nabla^2 \ell(\tilde{\beta}) - \nabla^2 \ell(\beta^*) \right\|_{\infty} \leq L \cdot \left\| \tilde{\beta} - \beta^* \right\|_1 = O\left( s \sqrt{\frac{\log p}{n}} \right).
\]

For the second term in (3.21), by Lemma 33 it is \( O_P\left( \sqrt{\frac{\log p}{n}} \right) \). Combining this two terms we get our desired result.

\[\square\]
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Lemma 35. Suppose all the conditions in Section 3.3.1 are satisfied, we have

\[ \| \nabla_{\theta}^2 \ell(\hat{\beta}) - w^T \nabla_{\theta \theta}^2 \ell(\hat{\beta}) \|_\infty = \mathcal{O}_P \left( s^2 \sqrt{\frac{\log p}{n}} \right). \] (3.22)

Proof. By triangle inequality we have

\[ \| \nabla_{\theta}^2 \ell(\hat{\beta}) - w^T \nabla_{\theta \theta}^2 \ell(\hat{\beta}) \|_\infty = \| H_{\theta}^* - H_{\theta \theta}^* \|_\infty \]

\[ + \| \nabla_{\theta}^2 \ell(\hat{\beta}) - H_{\theta}^* \|_\infty \]

The first term is 0 by definition. The second term is \( \mathcal{O}_P \left( s \sqrt{\frac{\log p}{n}} \right) \) according to Lemma 34. The third term is \( \mathcal{O}_P \left( s^2 \sqrt{\frac{\log p}{n}} \right) \) according to Lemma 34 and the sparse condition \( \| w^* \|_1 = s \). Combining these three terms we get our desired result.

Lemma 36. Suppose all the conditions in Section 3.3.1 are satisfied, we have

\[ \| \hat{w} - w^* \|_1 = \mathcal{O}_P(\lambda' s) \text{ and } \| \hat{w} - w^* \|_2 = \mathcal{O}_P(\lambda' \sqrt{s}). \]

Proof. By definition we know \( \hat{w} \) satisfies

\[ \| \nabla_{\theta}^2 \ell(\hat{\beta}) - \hat{w}^T \nabla_{\theta \theta}^2 \ell(\hat{\beta}) \|_\infty \leq \lambda'. \]

Define \( \delta = \hat{w} - w^* \), according to (3.22) we have

\[ \| \nabla_{\theta \theta}^2 \ell(\hat{\beta}) \cdot \delta \|_\infty \leq \| \nabla_{\theta}^2 \ell(\hat{\beta}) - \hat{w}^T \nabla_{\theta \theta}^2 \ell(\hat{\beta}) \|_\infty + \| \nabla_{\theta}^2 \ell(\hat{\beta}) - w^T \nabla_{\theta \theta}^2 \ell(\hat{\beta}) \|_\infty \leq C \lambda', \]

for some constant \( C \). Therefore we have

\[ \delta^T \cdot \nabla_{\theta \theta}^2 \ell(\hat{\beta}) \cdot \delta \leq \| \delta \|_1 \cdot \| \nabla_{\theta \theta}^2 \ell(\hat{\beta}) \cdot \delta \|_\infty \leq C \lambda' \| \delta \|_1. \] (3.23)
Following Lemma 3 in [345] we know \( \| \tilde{w} \|_0 = cs \) for some constant \( c \). By Sparse Eigenvalue Condition, we have
\[
\delta^\top \nabla^2_{\theta \theta} \ell(\hat{\beta}) \delta \geq c_{\min} \| \delta \|_2^2.
\] (3.24)

Plug into (3.23) we obtain
\[
C'\lambda' \| \delta \|_1 \geq c_{\min} \| \delta \|_2^2 \geq c_{\min} \| \delta \|_1^2 \cdot \frac{1}{s},
\]
which gives
\[
\| \delta \|_1 \leq \frac{C'\lambda' s}{c_{\min}} = O_p(\lambda')\]
and also
\[
\| \delta \|_2 = O_p(\lambda' \sqrt{s}),
\]

\( \square \)

**Remark 37.** We show that Restricted Eigenvalue Condition also works here, as discussed in Remark 22. According to the optimality condition of Dantzig selector we have \( \| \tilde{w} \|_1 \leq \| w^* \|_1 \). Also note that since \( \| w^*_S \|_1 = 0 \) we have
\[
\| \tilde{w}_S \|_1 + \| \tilde{w}_{S^c} \|_1 \leq \| w^*_S \|_1.
\]

By triangle inequality we have
\[
\| w^*_S \|_1 \leq \| \tilde{w}_S \|_1 + \| \delta_S \|_1.
\]

Summing up these two inequalities we obtain
\[
\| \delta_{S^c} \|_1 \leq \| \delta_S \|_1.
\]

which means \( \delta \in \mathcal{C}(S) \). Therefore with Restricted Eigenvalue Condition we can still get (3.24)
and everything follows.

Moreover, in the proof of Lemma 25, since we take \( \mathbf{v} = (1; -\mathbf{w}^*) \), clearly we have \( \mathbf{v} \in \mathcal{C}(S) \). Therefore the proof of Lemma 31 also hold under Restricted Eigenvalue Condition. Combining these two results we see that Restricted Eigenvalue Condition also suffices for our algorithm to be valid.
CHAPTER 4
RECOVERY OF SIMULTANEOUS LOW RANK AND TWO-WAY SPARSE COEFFICIENT MATRICES, A NONCONVEX APPROACH

4.1 Introduction

Many problems in machine learning, statistics and signal processing can be formulated as optimization problems with a smooth objective and nonconvex constraints. The objective usually measures the fit of a model, parameter, or signal to the data, while the constraints encode structural requirements on the model. Examples of nonconvex constraints include sparsity where the parameter is assumed to have only a few non-zero coordinates [151, 272, 307, 372], group sparsity where the parameter is comprised of several groups only few of which are non-zero [212, 175, 153, 70], and low-rankness where the parameter is believed to be a linear combination of few factors [12, 71, 78, 124, 159]. Common approach to dealing with nonconvex constraints is via convex relaxations, which allow for application of simple optimization algorithms and easy theoretical analysis [4, 62, 104, 61, 184]. From a practical point of view, it has been observed that directly working with a nonconvex optimization problem can lead to both faster and more accurate algorithms [290, 367, 348, 322]. As a result, a body of literature has recently emerged that tries to characterize good performance of these algorithms [26, 365, 127].

In this work, we focus on the following optimization problem

$$\hat{\Theta} \in \arg \min_{\Theta \in \Xi} f(\Theta)$$  \hspace{1cm} (4.1)

where $\Xi \subset \mathbb{R}^{m_1 \times m_2}$ is a nonconvex set comprising of low rank matrices that are also row
and/or column sparse,

\[ \Xi = \Xi(r, s_1, s_2) = \{ \Theta \in \mathbb{R}^{m_1 \times m_2} \mid \text{rank}(\Theta) \leq r, \|\Theta\|_{2,0} \leq s_1, \|\Theta^\top\|_{2,0} \leq s_2 \}, \]

where \( \|\Theta\|_{2,0} = |\{i \in [m_1] \mid \sum_{j \in [m_2]} \Theta_{ij}^2 \neq 0\}| \) is the number of non-zero rows of \( \Theta \). Such an optimization problem arises in a number of applications including sparse singular value decomposition and principal component analysis [322, 217, 141], sparse reduced-rank regression [47, 218, 71, 72, 313], and reinforcement learning [57, 294, 191, 327, 285]. Rather than considering convex relaxations of the optimization problem (4.1), we directly work with a nonconvex formulation. Under an appropriate statistical model, the global minimizer \( \hat{\Theta} \) approximates the “true” parameter \( \Theta^* \) with an error level \( \epsilon \). Since the optimization problem (4.1) is highly nonconvex, our aim is to develop an iterative algorithm that, with appropriate initialization, converges linearly to a stationary point \( \tilde{\Theta} \) that is within \( c \cdot \epsilon \) distance of \( \hat{\Theta} \). In order to develop a computationally efficient algorithm, we reparametrize the \( m_1 \times m_2 \) matrix variable \( \Theta \) as \( UV^\top \) with \( U \in \mathbb{R}^{m_1 \times r} \) and \( V \in \mathbb{R}^{m_2 \times r} \), and optimize over \( U \) and \( V \). That is, we consider (with some abuse of notation) the following optimization problem

\[ (\hat{U}, \hat{V}) \in \arg \min_{U \in \mathcal{U}, V \in \mathcal{V}} f(U, V), \quad (4.2) \]

where

\[ \mathcal{U} = \mathcal{U}(s_1) = \{ U \in \mathbb{R}^{m_1 \times r} \mid \|U\|_{2,0} \leq s_1 \} \]

and

\[ \mathcal{V} = \mathcal{V}(s_2) = \{ V \in \mathbb{R}^{m_2 \times r} \mid \|V\|_{2,0} \leq s_2 \} \].

Such a reparametrisation automatically enforces the low rank structure and will allow us to develop an algorithm with low computational cost per iteration. Note that even though \( \hat{U} \) and \( \hat{V} \) are only unique up to scaling and a rotation by an orthogonal matrix, \( \hat{\Theta} = \hat{U}\hat{V}^\top \) is usually unique.
We make several contributions in this work. First, we develop an efficient algorithm for minimizing (4.2), which uses projected gradient descent on a nonconvex set in each iteration. Under conditions on the function \( f(\Theta) \) that are common in the high-dimensional literature, we establish linear convergence of the iterates to a statistically relevant solution. In particular, we require that the function \( f(\Theta) \) satisfies restricted strong convexity (RSC) and restricted strong smoothness (RSS), conditions that are given in Condition (RSC/RSS) below. Compared to the existing work for optimization over low rank matrices with (alternating) gradient descent, we need to study a projection onto a nonconvex set in each iteration, which in our case is a hard-thresholding operation, that requires delicate analysis and novel theory. Our second contribution, is in the domain of multi-task learning. Multi-task learning is a widely used learning framework where similar tasks are considered jointly for the purpose of improving performance compared to learning the tasks separately [66]. We study the setting where the number of input variables and the number of tasks can be much larger than the sample size (see [218] and references there in). Our focus is on simultaneous variable selection and dimensionality reduction. We want to identify which variables are relevant predictor variables for different tasks and at the same time we want to combine the relevant predictor variables into fewer features that can be explained as latent factors that drive the variation in the multiple responses. We provide a new algorithm for this problem and improve the theoretical results established in [218]. In particular, our algorithm does not require a new independent sample in each iteration and allows for non-Gaussian errors, while at the same time achieves nearly optimal error rate compared to the information theoretic minimax lower bound for the problem. Moreover, our prediction error is much better than the error bound proposed in [47], and matches the error bound in [272]. However, all of the existing algorithms are slow and cannot scale to high dimensions. Finally, our third contribution is in the area of reinforcement learning. We study the Multi-task Reinforcement Learning (MTRL) problem via value function approximation. In MTRL the decision maker needs to solve a sequence of Markov Decision Processes (MDPs). A common approach to Reinforcement Learning when
the state space is large is to approximate the value function of linear basis functions (linear in some appropriate feature representation of the states) with sparse support. Thus, it is natural to assume the resulting coefficient matrix is low rank and row sparse. Our proposed algorithm can be applied to the regression step of any MTRL algorithm (we chose Fitted Q-iteration (FQI) for presentation purposes) to solve for the optimal policies for MDPs. Compared to [57] which uses convex relaxation, our algorithm is much more efficient in high dimensions.

4.1.1 Related Work

Our work contributes to several different areas, and thus is naturally related to many existing works. We provide a brief overview of the related literature and describe how it is related to our contributions. For the sake of brevity, we do not provide an extensive review of the existing literature.

Low-rank Matrix Recovery. A large body of literature exists on recovery of low-rank matrices as they arise in a wide variety of applications throughout science and engineering, ranging from quantum tomography to signal processing and machine learning [1, 210, 287, 88]. Recovery of a low-rank matrix can be formulated as the following optimization problem

\[
\hat{\Theta} \in \arg \min_{\Theta \in \mathbb{R}^{m_1 \times m_2}} f(\Theta) \text{ subject to } \text{rank}(\Theta) \leq r, \tag{4.3}
\]

where the objective function \( f : \mathbb{R}^{m_1 \times m_2} \rightarrow \mathbb{R} \) is convex and smooth. The problem (4.3) is highly nonconvex and NP-hard in general [104, 103]. A lot of the progress in the literature has focused on convex relaxations where one replaces the rank constraint using the nuclear norm. See, for example, [61, 62, 60, 256, 52, 254, 124, 67, 151, 263, 184, 136, 230, 70, 329, 231, 4, 257, 75, 76, 77, 141, 56, 333, 372, 323, 346, 358, 352] and references therein. However, developing efficient algorithms for solving these convex relaxations is challenging in regimes with large \( m_1 \) and \( m_2 \) [150]. A practical approach, widely used in large scale applications such as recommendation systems or collaborative filtering [297, 186, 115, 375] relies on solving
a nonconvex optimization problem where the decision variable $\Theta$ is factored as $UV^\top$, usually referred to as the Burer-Monteiro type decomposition \cite{48, 49}. A stationary point of this nonconvex problem is usually found via a block coordinate descent-type algorithm, such as alternating minimization or (alternating) gradient descent. Unlike for the convex relaxation approaches, the theoretical understanding of these nonconvex optimization procedures has been developed only recently \cite{172, 173, 159, 138, 290, 367, 74, 226, 101, 368, 36, 35, 305, 78, 373, 69, 374, 114, 209, 202, 221, 128}. Compared to the classical nonconvex optimization theory, which only shows a sublinear convergence to a local optima, the focus of the recent literature is on establishing linear rates of convergence or characterizing that the objective does not have spurious local minima. In addition to the methods that work on the factorized form, \cite{157, 194, 158, 26, 91} consider projected gradient-type methods which optimize over the matrix variable $\Theta \in \mathbb{R}^{m_1 \times m_2}$. These methods involve calculating the top $r$ singular vectors of an $m_1 \times m_2$ matrix at each iteration. When $r$ is much smaller than $m_1$ and $m_2$, they incur much higher computational cost per iteration than the methods that optimize over $U \in \mathbb{R}^{m_1 \times r}$ and $V \in \mathbb{R}^{m_2 \times r}$.

Our work contributes to this body of literature by studying gradient descent with a projection step on a non-convex set, which requires hard-thresholding. Hard-thresholding in this context has not been considered before. Theoretically we need a new argument to establish linear convergence to a statistically relevant point. \cite{78} considered projected gradient descent in a symmetric and positive semidefinite setting with a projection on a convex set. Our work is most closely related to \cite{367}, which used the notion of inexact first order oracle to establish their results, but did not consider the hard-thresholding step.

**Structured Low-rank Matrices.** Low-rank matrices with additional structure also commonly arise in different problems ranging from sparse principal component analysis (PCA) and sparse singular value decomposition to multi-task learning. In a high-dimensional setting, the classical PCA is inconsistent \cite{168} and recent work has focused on PCA with additional sparse structure on the eigenvectors \cite{11, 32, 39, 55, 317, 219, 361}. Similar sparse structure in
singular vectors arises in sparse SVD and biclustering [195, 71, 217, 308, 334, 169, 22, 182, 23]. While the above papers use the sparsity structure of the eigenvectors and singular vectors, it is also possible to have simultaneous low rank and sparse structure directly on the matrix $\Theta$. Such a structure arises in multi-task learning, covariance estimation, graph denoising and link prediction [220, 260]. Additional structure on the sparsity pattern was imposed in the context of sparse rank-reduced regression, which is an instance of multi-task learning [72, 47, 218, 20, 272]. Our algorithm described in Section 4.2 can be applied to the above mentioned problems. In Section 4.4, we theoretically study multi-task learning in the setting of [218]. We relax conditions imposed in [218], specifically allowing for non-Gaussian errors and not requiring independent samples at each step of the algorithm, while still achieving the near minimax rate of convergence. We provide additional discussion in Section 4.4 after formally providing results for the multi-task learning setting. In Section 4.5, we further corroborate our theoretical results in extensive simulations and show that our algorithm outperforms existing methods in multi-task learning.

**Low-rank Plus Sparse Matrix Recovery.** At this point, it is worth mentioning another commonly encountered structure on the decision variable $\Theta$ that we do not study in the current work. In various applications it is common to model $\Theta$ as a sum of two matrices, one of which is low-rank and the other one sparse. Applications include robust PCA, latent Gaussian graphical models, factor analysis and multi-task learning [59, 151, 67, 77, 4, 125, 365, 330, 127, 131, 64]. While Burer-Monteiro factorization has been considered for the low-rank component in this context (see, for example, [365] and references therein), the low-rank component is dense as it needs to be incoherent. The incoherence assumption guarantees that the low-rank component is not too spiky and can be identified [61]. An alternative approach was taken in [127] where alternating minimization over the low-rank and sparse component with a projection on a nonconvex set was investigated.
4.1.2 Organization of the chapter

In Section 4.2 we provide details for our proposed algorithm. Section 4.3 states our assumptions and the theoretical result with a proof sketch. Section 4.4 shows applications to multi-task learning, while Section 4.5 presents experimental results. Section 4.6 provides detailed technical proofs. Conclusion is given in Section 4.7.

4.2 Gradient Descent With Hard Thresholding

In this section, we detail our proposed algorithm, which is based on gradient descent with hard thresholding (GDT). Our focus is on developing an efficient algorithm for minimizing $f(\Theta)$ with $\Theta \in \Xi$. In statistical estimation and machine learning a common goal is to find $\Theta^*$, which is an (approximate) minimizer of $\mathbb{E}[f(\Theta)]$ where the expectation is with respect to randomness in data. In many settings, the global minimizer of (4.1) can be shown to approximate $\Theta^*$ up to statistical error, which is problem specific. In Section 4.3, we will show that iterates of our algorithm converge linearly to $\Theta^*$ up to a statistical error. It is worth noting that an argument similar to that in the proof of Theorem 38 can be used to establish linear convergence to the global minimizer $\hat{\Theta}$ in a deterministic setting. That is, suppose $(\hat{U}, \hat{V})$ is a global minimizer of the problem (4.2) and $\hat{\Theta} = \hat{U}\hat{V}^\top$. Then as long as the conditions in Section 4.3 hold for $\hat{U}, \hat{V}$ in place of $U^*, V^*$, we can show linear convergence to $\hat{\Theta}$ up to an error level defined by the gradient of the objective function at $\hat{\Theta}$. See the discussion after Theorem 38.

Our algorithm, GDT, uses a Burer-Monteiro factorization to write $\Theta = UV^\top$, where $U \in \mathbb{R}^{m_1 \times r}$ and $V \in \mathbb{R}^{m_2 \times r}$, and minimizes

$$
(\hat{U}, \hat{V}) \in \arg\min_{U \in \mathcal{U}, V \in \mathcal{V}} f(U, V) + g(U, V),
$$

(4.4)
where \( g(U, V) \) is the penalty function defined as
\[
g(U, V) = \frac{1}{4} \| U^T U - V^T V \|_F^2.  
\]
The role of the penalty is to find a balanced decomposition of \( \hat{\Theta} \), one for which \( \sigma_i(\hat{U}) = \sigma_i(\hat{V}), \) \( i = 1, \ldots, r \) [374, 365]. Note the value of the penalty is equal to 0 for a balanced solution, so we can think of the penalized objective as looking through minimizer of (4.2) for a one that satisfies \( \hat{U}^T \hat{U} - \hat{V}^T \hat{V} = 0 \). In particular, adding the penalty function \( g \) does not change the minimizer of \( f \) over \( \Xi \). The convergence rate of GDT depends on the condition number of \( (U^*, V^*) \), the point algorithm converges to. The penalty ensures that the iterates \( U, V \) are not ill-conditioned. Gradient descent with hard-thresholding on \( U \) and \( V \) is used to minimize (4.4). Details of GDT are given in Algorithm 3. The algorithm takes as input parameters \( \eta \), the step size; \( s_1, s_2 \), the sparsity level; \( T \), the number of iterations; and a starting point \( \Theta^0 \).

The choice of starting point \( \Theta^0 \) is very important as the algorithm performs a local search in its neighborhood. In Section 4.3 we will formalize how close \( \Theta^0 \) needs to be to \( \Theta^* \), while in Section 4.4 we provide a concrete way to initialize under a multi-task learning model. In general, we envisage finding \( \Theta^0 \) by solving the following optimization problem
\[
\Theta^0 = \arg \min_{\Theta \in \mathbb{R}^{m_1 \times m_2}} f(\Theta) + \text{pen}(\Theta),  \tag{4.5} 
\]
where \( \text{pen}(\Theta) \) is a (simple) convex penalty term making the objective (4.5) a convex optimization problem. For example, we could use the vector \( \ell_1 \) norm, \( \text{pen}(\Theta) = \| \Theta \|_1 \). The choice of penalty \( \text{pen}(\Theta) \) should be such that solving the optimization problem in (4.5) can be done efficiently in a high dimensional setting. In practice, if solving the convex relaxation is slow, we can start from the all zero matrix and perform several (proximal) gradient steps to get an appropriate initialization. See for example [365]. Once an initial estimate \( \Theta^0 \) is obtained, we find the best rank \( r \) approximation \( \tilde{\Theta} = \tilde{U} \tilde{\Sigma} \tilde{V}^T \) to \( \Theta^0 \) and use it to obtain the initial iterates \( U^0 \) and \( V^0 \). In each step, GDT updates \( U \) and \( V \) by taking a gradient.
step and hard-thresholding the result. The operation \( \text{Hard}(U, s) \) keeps \( s \) rows of \( U \) with the largest \( \ell_2 \) row-norm, while setting to zero other rows.

Suppose that the target statistical parameter \( \Theta^* \) is in \( \Xi(r^*, s_1^*, s_2^*) \). The sparsity level \( s_1^* \) and \( s_2^* \) as well as the rank \( r^* \) are not known in practice, but are needed in Algorithm 3. For the convergence proof we require that the input parameters to the algorithm are set as \( s_1 = c \cdot s_1^* \) and \( s_2 = c \cdot s_2^* \) for some \( c > 1 \). From simulations, we observe that the estimation accuracy is not very sensitive to the choice of \( s_1 \) and \( s_2 \) as long as they are chosen greater than the true values \( s_1^* \) and \( s_2^* \). This suggests that in practice, we could set \( s_1 \) and \( s_2 \) to be reasonably large values whenever a reasonable guess of the sparsity level is available, as incorrectly omitting nonzero value (false negative) is more troublesome than including one zero value (false positive). Alternatively, as we do in simulations, we can use a validation set or an information criteria to select these tuning parameters. However, it is noted in [273] that conventional cross validation may select an inconsistent model, especially when using a non-convex penalty. As an improvement, we can adopt the techniques in [272], which develops the scale-free predictive information criterion to select the best sparsity parameters. Also, [273] proposes structural cross validation method that can achieve the minimax optimal error rate.

Following the same guideline as in the literature, in our analysis we assume that we are using the true rank \( r = r^* \). In practice, the rank \( r \) can be estimated as in [46], which guarantees consistent rank estimation with high probability. Although [46] considers low-rank structure without sparsity, in practice, it still provides a reasonable rank estimator. The usage of [46] in a low-rank and sparse model is also suggested in [218]. The performance of the GDT algorithm is robust to the choice of rank \( r \), as we will demonstrate through extensive experiments in Section 4.5. Finally, we remark that a joint tuning scheme for the rank and sparsity parameters can also be considered.

To the best of our knowledge, GDT is the first gradient based algorithm to deal with a nonconvex optimization problem over a parameter space that is simultaneously low rank.
Algorithm 3 Gradient Descent with Hard Thresholding (GDT)

1: **Input:** Initial estimate $\Theta^0$
2: **Parameters:** Step size $\eta$, Rank $r$, Sparsity level $s_1, s_2$, Total number of iterations $T$
3: $(\tilde{U}, \tilde{\Sigma}, \tilde{V}) = \text{rank } r \text{ SVD of } \Theta^0$
4: $U^0 = \text{Hard}(\tilde{U}(\tilde{\Sigma})^{\frac{1}{2}}, s_1), V^0 = \text{Hard}(\tilde{V}(\tilde{\Sigma})^{\frac{1}{2}}, s_2)$
5: **for** $t = 1$ **to** $T$ **do**
6: $V^{t+0.5} = V^t - \eta \nabla V f(U^t, V^t) - \eta \nabla V g(U^t, V^t)$
7: $V^{t+1} = \text{Hard}(V^{t+0.5}, s_2)$
8: $U^{t+0.5} = U^t - \eta \nabla U f(U^t, V^t) - \eta \nabla U g(U^t, V^t)$
9: $U^{t+1} = \text{Hard}(U^{t+0.5}, s_1)$
10: **end for**
11: **Output:** $\Theta^T = U^T (V^T)^\top$

and row and column sparse. In the following section we will provide conditions on the objective function $f$ and the starting point $\Theta^0$ which guarantee linear convergence to $\Theta^*$ up to a statistical error. As an application, we consider the multi-task learning problem in Section 4.4. We show that the statistical error nearly matches the optimal minimax rate, while the algorithm achieves the best performance in terms of estimation and prediction error in simulations.

### 4.3 Theoretical Result

In this section, we formalize the conditions and state the main result on the linear convergence of our algorithm. We begin in Section 4.3.1 by stating the conditions on the objective function $f$ and initialization that are needed for our analysis. In Section 4.3.2, we state Theorem 38 that guarantees linear convergence under the conditions to a statistically useful point. The proof outline is given in Section 4.3.3. In Section 4.4 to follow, we derive results for multi-task learning as corollaries of our main result.

#### 4.3.1 Regularity Conditions

We start by stating mild conditions on the objective function $f$, which have been used in the literature on high-dimensional estimation and nonconvex optimization, and they hold with
high-probability for a number of statistical models of interest [367, 365, 127]. Note that all the conditions depend on the choice of $s_1$ and $s_2$ (or equivalently, on $c$).

For $\Theta^* \in \Xi(r^*, s_1^*, s_2^*)$, let $\Theta^* = U_{\Theta^*}\Sigma_{\Theta^*}V_{\Theta^*}^\top$ be its singular value decomposition. Let $U^* = U_{\Theta^*}\Sigma_{\Theta^*}^{1/2}$ and $V^* = V_{\Theta^*}\Sigma_{\Theta^*}^{1/2}$ be the balanced decomposition of $\Theta^* = U^*V^*\top$. Note that the decomposition is not unique as $\Theta^* = (U^*O)(V^*O)^\top$ for any orthogonal matrix $O \in O(r)$. Let $\sigma_1(\Theta^*) = \sigma_{\text{max}}(\Theta^*)$ and $\sigma_r(\Theta^*) = \sigma_{\text{min}}(\Theta^*)$ denote the maximum and minimum nonzero singular values of $\Theta^*$ with $r = r^*$. The first condition is Restricted Strong Convexity and Smoothness on $f$.

**Restricted Strong Convexity and Smoothness (RSC/RSS).** There exist universal constants $\mu$ and $L$ such that

$$\frac{\mu}{2} \|\Theta_2 - \Theta_1\|^2_F \leq f(\Theta_2) - f(\Theta_1) - \langle \nabla f(\Theta_1), \Theta_2 - \Theta_1 \rangle \leq \frac{L}{2} \|\Theta_2 - \Theta_1\|^2_F$$

for all $\Theta_1, \Theta_2 \in \Xi(2r, \tilde{s}_1, \tilde{s}_2)$ where $\tilde{s}_1 = (2c + 1)s_1^*$ and $\tilde{s}_2 = (2c + 1)s_2^*$.

The next condition is on the initial estimate $\Theta^0$. It quantifies how close the initial estimator needs to be to $\Theta^*$ so that iterates of GDT converge to statistically useful solution.

**Initialization (I).** Define $\mu_{\text{min}} = \frac{1}{8} \min\{1, \frac{\mu L}{\mu + L}\}$ and

$$I_0 = \frac{4}{5} \mu_{\text{min}} \sigma_r(\Theta^*) \cdot \min\left\{\frac{1}{\mu + L}, 2\right\}. \quad (4.6)$$

We require

$$\|\Theta^0 - \Theta^*\|_F \leq \frac{1}{5} \min\left\{\sigma_r(\Theta^*), \frac{I_0}{\xi \sqrt{\sigma_r(\Theta^*)}}\right\}, \quad (4.7)$$

where $\xi^2 = 1 + \frac{2}{c-1}$.

We note that, in general, (4.7) defines a ball of constant radius around $\Theta^*$ in which the initial estimator needs to fall into. In particular, when considering statistical learning problems, the initial estimator can be inconsistent as the sample size increases.
Next, we define the notion of the statistical error,

\[ e_{\text{stat}} = \sup_{\Delta \in \Xi(2r, \tilde{s}_1, \tilde{s}_2)} \langle \nabla f(\Theta^*), \Delta \rangle. \]  

(4.8)

Note that the statistical error quantifies how large the gradient of the objective evaluated at the true parameter \( \Theta^* \) can be in the directions of simultaneously low-rank and sparse matrices. It implicitly depends on the choice of \( c \) and as we will see later there is a trade-off in balancing the statistical error and convergence rate of GDT. As \( c \) increases, statistical error gets larger, but requires us to choose a smaller step size in order to guarantee convergence.

With these two conditions, we are ready to the choice of the step size in Algorithm 3.

**Step Size Selection.** Let \( Z^0 = \begin{bmatrix} U^0 \\ V^0 \end{bmatrix} \). We choose the step size \( \eta \) to satisfy

\[ \eta \leq \frac{1}{16\|Z^0\|^2_2} \cdot \min \left\{ \frac{1}{2(\mu + L)}, 1 \right\}, \]  

(4.9)

Furthermore, we require \( \eta \) and \( c \) to satisfy

\[ \beta = \xi^2 \left( 1 - \eta \cdot \frac{2}{5} \mu \min_{r} \sigma_r(\Theta^*) \right) < 1, \]  

(4.10)

and

\[ e_{\text{stat}}^2 \leq \frac{1 - \beta}{\xi^2 \eta} \cdot \frac{L\mu}{L + \mu} \cdot I_0^2. \]  

(4.11)

The condition that the step size \( \eta \) satisfies (4.9) is typical in the literature on convex optimization of strongly convex and smooth functions. Under (4.10) we will be able to show contraction after one iteration and progress towards \( \Theta^* \). The second term in (4.10) is always smaller than 1, while the first term \( \xi^2 \) is slightly larger than 1 and is the price we pay for the hard thresholding step. In order to show linear convergence we need to balance the choice of \( \eta \) and \( \xi^2 \) to ensure that \( \beta < 1 \). From (4.10), we see that if we select a small step size \( \eta \), then
we need to have a small $\xi^2$, which means a large $c$. Intuitively, if $\eta$ is too small, it may be impossible to change row and column support in each iteration. In this case we have to keep many active rows and columns to make sure we do not miss the true signal. This leads to large $s_1$ and $s_2$, or equivalently to a large $c$. However, the statistical error (4.8) will increase with increase of $c$ and these are the trade-off on the selection of $\eta$ and $c$.

Finally, (4.11) guarantees that the iterates do not run outside of the initial ball given in (4.7). In case (4.11) is violated, then the initialization point $\Theta^0$ is already a good enough estimate of $\Theta^\ast$. Therefore, this requirement is not restrictive. In practice, we found that the selection of $\eta$ and $c$ is not restrictive and the convergence is guaranteed for a wide range of values of their values.

In order to satisfy these regularity conditions, we may need to choose a relatively large $c$. However, the condition on $c$ is purely a technical conditions. To the best of our knowledge, all the literature on iterative hard thresholding requires some restrictive conditions on $c$. Without the hard thresholding step, we can guarantee contraction $\beta < 1$ after one step of the gradient descent. However, the hard thresholding step amplifies the estimation error and, therefore, we need a relatively large $c$ to guarantee contraction. In theory, we require an upper bound on $c$ that does not scale with $n, p$, or $K$. In practice, we do not know the true sparsity level $s^\ast$ and choose $s$ directly based on prior knowledge or select it via cross validation. Moreover, the step size $\eta$ could be selected in a heuristic way when implementing the algorithm for specific applications. While the techniques needed to establish better theoretical control of the parameter $c$ still require improvement, in practice, even with small values of $c$ the method performs well. Experiments in Section 4.5 show that the tuning parameters can be chosen in way to yield good finite sample performance. In practice, selecting inappropriate model parameters or initialization may worsen the performance of the algorithm, resulting in possibly sublinear convergence rate.
4.3.2 Main Result

Our main result establishes linear convergence of GDT iterates to $\Theta^*$ up to statistical error. Since the factorization of $\Theta^*$ is not unique, we turn to measure the subspace distance of the iterates $(U^t, V^t)$ to the balanced decomposition $U^*(V^*)^\top = \Theta^*$.

Subspace distance. Let $Z^* = \begin{bmatrix} U^* \\ V^* \end{bmatrix}$ where $\Theta^* = U^*V^*\top$ and $\sigma_i(U^*) = \sigma_i(V^*)$ for each $i = 1, \ldots, r$. Define the subspace distance between $Z = \begin{bmatrix} U \\ V \end{bmatrix}$ and $Z^* = \begin{bmatrix} U^* \\ V^* \end{bmatrix}$ as

$$d^2(Z, Z^*) = \min_{O \in O(r)} \left\{ \|U - U^*O\|^2_F + \|V - V^*O\|^2_F \right\}.$$ 

With this, we are ready to state our main result.

**Theorem 38.** Suppose the conditions (RSC/RSS), (I) are satisfied and the step size $\eta$ satisfies (4.9) - (4.11). Then after $T$ iterations of GDT (Algorithm 3), we have

$$d^2(Z^T, Z^*) \leq \beta^T \cdot d^2(Z^0, Z^*) + \frac{\xi^2\eta}{1 - \beta} \cdot \frac{L + \mu}{L \cdot \mu} \cdot \epsilon_{stat}^2. \tag{4.12}$$

Furthermore, for $\Theta^T = U^T(V^T)^\top$ we have

$$\|\Theta^T - \Theta^*\|^2_F \leq 4\sigma_1(\Theta^*) \cdot \left[ \beta^T \cdot d^2(Z^0, Z^*) + \frac{\xi^2\eta}{1 - \beta} \cdot \frac{L + \mu}{L \cdot \mu} \cdot \epsilon_{stat}^2 \right]. \tag{4.13}$$

The proof sketch of Theorem 38 is given in the following section. Conceptually, Theorem 38 provides a minimal set of conditions for convergence of GDT. The first term in equations (4.12) and (4.13) correspond to the optimization error, whereas the second term corresponds to the statistical error. These bounds show that the distance between the iterates and $\Theta^*$ drop exponentially up to the statistical limit $\epsilon_{stat}$, which is problem specific. In statistical learning problem, it commonly depends on the sample size and the signal-to-noise ratio of the problem.
Theorem 38 provides convergence in a statistical setting to the “true” parameter $\Theta^\star$. However, as mentioned in Section 4.2, Algorithm 3 and Theorem 38 can also be used to establish linear convergence to a global minimizer in a deterministic setting. Suppose $(\hat{U}, \hat{V}) \in \text{arg min}_{U \in \mathcal{U}, V \in \mathcal{V}} \{f(U, V)\}$ is a global minimizer and $\hat{\Theta} = \hat{U} \hat{V}^\top$. Furthermore, assume that the conditions in Section 4.3.1 are satisfied with $\hat{\Theta}$ in place of $\Theta^\star$. Then we have that the iterates $\{\Theta^t\}$ obtained by GDT converge linearly to a global minimum $\hat{\Theta}$ up to the error $\hat{e}_{\text{stat}}$ defined similar to (4.8) with $\hat{\Theta}$ in place of $\Theta^\star$. This error comes from sparsity and hard thresholding. In particular, suppose there are no row or column sparsity constraints in the optimization problem (4.2), so that we do not have hard-thresholding steps in Algorithm 3. Then we have $\hat{e}_{\text{stat}} = 0$, so that iterates $\{\Theta^t\}$ converge linearly to $\hat{\Theta}$, recovering the result of [367].

4.3.3 Proof Sketch of Theorem 38

In this section we sketch the proof of our main result. The proof combines three lemmas. We first one quantify the accuracy of the initialization step. The following one quantifies the improvement in the accuracy by one step of GDT. The third lemma shows that the step size assumed in Theorem 38 satisfies conditions of the second lemma. Detailed proofs of these lemmas are relegated to Section 4.6.

Our first lemma quantifies the accuracy of the initialization step.

Lemma 39. Suppose that the input to GDT, $\Theta^0$, satisfies initialization condition (4.7). Then the initial iterates $U^0$ and $V^0$ obtained in lines 3 and 4 of Algorithm 3 satisfy

$$d(Z^0, Z^\star) \leq I_0,$$

(4.14)

where $Z^0 = \begin{bmatrix} U^0 \\ V^0 \end{bmatrix}$ and $I_0$ is defined in (4.6).

The proof of Lemma 39 is given in Section 4.6.1.
Lemma 40. Suppose the conditions (RSC/RSS), (I) are satisfied. Assume that the point
\[ Z = \begin{bmatrix} U \\ V \end{bmatrix} \] satisfies \( d(Z, Z^*) \leq I_0 \). Let \((U^+, V^+)\) denote the next iterate obtained with Algorithm 3 with the step size \( \eta \) satisfying
\[ \eta \leq \frac{1}{8\|Z\|_2^2} \cdot \min \left\{ \frac{1}{2(\mu + L)}, 1 \right\}. \quad (4.15) \]
Then we have
\[ d^2(Z^+, Z^*) \leq \xi^2 \left[ \left( 1 - \eta \cdot \frac{2}{L} \min_{\{\Theta \}} \sigma_r(\Theta^*) \right) \cdot d^2(Z, Z^*) + \eta \cdot \frac{L + \mu}{L \cdot \mu} \cdot e_{\text{stat}}^2 \right], \quad (4.16) \]
where \( \xi^2 = 1 + \frac{2}{\sqrt{c-1}} \).

The proof of Lemma 40 is given in Section 4.6.2.

Lemma 41. Suppose 
\[ Z = \begin{bmatrix} U \\ V \end{bmatrix} \] satisfies \( d(Z, Z^*) \leq I_0 \). We have that the choice of step size (4.9) in Theorem 38 satisfies the condition (4.15) in Lemma 40.

The proof of Lemma 41 is given in Section 4.6.3.

Combining the three results above, we can complete the proof of Theorem 38. Starting from initialization \( \Theta^0 \) satisfying the initialization condition (4.7), Lemma 39 ensures that (4.14) is satisfied for \( Z^0 \) and Lemma 41 ensures that the choice of step size (4.9) satisfies the step size condition (4.15) in Lemma 40. We can then apply Lemma 40 and get the next iterate \( Z^1 = Z^+ \), which satisfies (4.16). Using the condition on statistical error (4.11), initialization (4.7), and a simple calculation, we can verify that \( Z^1 \) satisfies \( d(Z^1, Z^*) \leq I_0 \). Therefore we can apply Lemma 39, Lemma 40, and Lemma 41 repeatedly to obtain
\[ d^2(Z^{t+1}, Z^*) \leq \beta \cdot d^2(Z^t, Z^*) + \xi^2 \eta \cdot \frac{L + \mu}{L \cdot \mu} \cdot e_{\text{stat}}^2, \]
for each \( t = 0, 1, ..., T \). We then have

\[
d^2(Z^T, Z^*) \leq \beta T \cdot d^2(Z^0, Z^*) + \frac{\xi^2 \eta}{1 - \beta} \cdot \frac{L + \mu}{L \cdot \mu} \cdot e^2_{\text{stat}}.
\]

Finally, for \( \Theta^T = U^T (V^T)^\top \), let \( O^T \in \mathcal{O}(r) \) be such that

\[
d^2(Z^T, Z^*) = \|U^T - U^* O^T\|_F^2 + \|V^T - V^* O^T\|_F^2.
\]

We have

\[
\|\Theta^T - \Theta^*\|_F^2 = \|U^T (V^T)^\top - U^* O^T (V^* O^T)^\top\|_F^2 \\
\leq \left[ \|U^T\|_2 \|V^T - V^* O^T\|_F + \|V^*\|_2 \|U^T - U^* O^T\|_F \right]^2 \\
\leq 2 \|Z^*\|_2^2 \cdot d^2(Z^T, Z^*) \\
\leq 4\sigma_1(\Theta^*) \cdot \left[ \beta T \cdot d^2(Z^0, Z^*) + \frac{\xi^2 \eta}{1 - \beta} \cdot \frac{L + \mu}{L \cdot \mu} \cdot e^2_{\text{stat}} \right],
\]

which shows linear convergence up to the statistical error.

### 4.4 Application to Multi-task Learning

In this section, we apply the theory developed in Section 4.3 on two specific problems. First, in Section 4.4.1, we apply GDT algorithm to a multi-task learning problem. We show that under commonly used statistical conditions the conditions on the objective function stated in Section 4.3.1 are satisfied with high-probability. Next, in Section 4.4.2 we discuss an application to multi-task reinforcement learning problem.
4.4.1 GDT for Multi-task Learning

We apply GDT algorithm to the problem of multi-task learning, which has been successfully applied in a wide range of application areas, ranging from neuroscience [313], natural language understanding [85], speech recognition [268], computer vision [272], and genetics [354, 353] to remote sensing [332], image classification [190], spam filtering [325], web search [68], disease prediction [369], and eQTL mapping [175]. By transferring information between related tasks it is hoped that samples will be better utilized, leading to improved generalization performance.

We consider the following linear multi-task learning problem

\[ Y = X\Theta^* + E, \]  

(4.17)

where \( Y \in \mathbb{R}^{n \times k} \) is the response matrix, \( X \in \mathbb{R}^{n \times p} \) is the matrix of predictors, \( \Theta^* \in \mathbb{R}^{p \times k} \) is an unknown matrix of coefficients, and \( E \in \mathbb{R}^{n \times k} \) is an unobserved noise matrix with i.i.d. mean zero and variance \( \sigma^2 \) entries. Here \( n \) denotes the sample size, \( k \) is the number of responses, and \( p \) is the number of predictors. In general multi-task learning problems, the design matrix \( X \) may be different for different tasks. Throughout the chapter we assume a common design matrix \( X \) for simplicity, and it is straightforward to generalize the result to problem with different \( X \) for different tasks.

There are a number of ways to capture relationships between different tasks and success of different methods relies on this relationship. [98] studied a setting where linear predictors are close to each other. In a high-dimensional setting, with large number of variables, it is common to assume that there are a few variables predictive of all tasks, while others are not predictive [307, 239, 212, 183, 320]. Another popular condition is to assume that the predictors lie in a shared lower dimensional subspace [16, 12, 360, 19, 319]. In contemporary applications, however, it is increasingly common that both the number of predictors and the number of tasks is large compared to the sample size. For example, in a study of regulatory
relationships between genome-wide measurements, where micro-RNA measurements are used to explain the gene expression levels, it is commonly assumed that a small number of micro-RNAs regulate genes participating in few regulatory pathways [217]. In such a setting, it is reasonable to assume that the coefficients are both sparse and low rank. That is, one believes that the predictors can be combined into fewer latent features that drive the variation in the multiple response variables and are composed only of relevant predictor variables. Compared to a setting where either variables are selected or latent features are learned, there is much less work on simultaneous variable selection and rank reduction [46, 71, 72, 272]. In addition, when both \( p \) and \( k \) are large, it is also needed to assume the column sparsity on the matrix \( \Theta^* \) to make estimation feasible [218], a model that has been referred to as the two-way sparse reduced-rank regression model. We focus on this model here.

**Multi-task Model (MTM)** In the model (4.17), we assume that the true coefficient matrix \( \Theta^* \in \Xi(r, s_1^*, s_2^*) \). The noise matrix \( E \) has i.i.d. sub-Gaussian elements with variance proxy \( \sigma^2 \), which requires that each element \( e_{ij} \) satisfies \( \mathbb{E}(e_{ij}) = 0 \) and its moment generating function satisfies \( \mathbb{E}[\exp(te_{ij})] \leq \exp(\sigma^2 t^2 / 2) \). The design matrix \( X \) is considered fixed with columns normalized to have mean 0 and standard deviation 1. Moreover, we assume \( X \) satisfies the following Restricted Eigenvalue (RE) condition [233] for some constant \( \kappa(s_1) \) and \( \bar{\kappa}(s_1) \).

\[
\kappa(s_1) \cdot \|\theta\|_2^2 \leq \frac{1}{n} \|X\theta\|_2^2 \leq \bar{\kappa}(s_1) \cdot \|\theta\|_2^2 \quad \text{for all } \|\theta\|_0 \leq s_1.
\]

We will show that under the condition (MTM), GDT converges linearly to the optimal coefficient \( \Theta^* \) up to a region of statistical error. Compared to the previous methods for estimating jointly sparse and low rank coefficients [46, 71, 72, 218], GDT is more scalable and improves estimation accuracy as illustrated in the simulation Section 5.6.

In the context of the multi-task learning with the model in (4.17), we are going to use the least squares loss. The objective function in is \( f(\Theta) = \frac{1}{2n} \|Y - X\Theta\|_F^2 \) and we write \( \Theta = U V^T \) with \( U \in \mathbb{R}^{p \times r} \) and \( V \in \mathbb{R}^{k \times r} \). The constraint set is set as before as \( U \in U(s_1) \) and \( V \in U(s_2) \) with \( s_1 = c \cdot s_1^*, s_2 = c \cdot s_2^* \) for some \( c > 1 \). The rank \( r \) and the sparsity levels
$s_1, s_2$ are tuning parameters, which can be selected using the information criterion as in [272].

In order to apply the results of Theorem 38, we first verify the conditions in Section 4.3.1. The condition (RSC/RSS) in is equivalent to

$$\mu \| \Theta_2 - \Theta_1 \|^2_F \leq \left\langle \frac{1}{n} X^\top X (\Theta_2 - \Theta_1), \Theta_2 - \Theta_1 \right\rangle \leq L \| \Theta_2 - \Theta_1 \|^2_F,$$

and it holds with $\mu = \kappa(s_1)$ and $L = \bar{\kappa}(s_1)$.

Next, we discuss how to initialize GDT in the context of multi-task learning. Under the structural conditions on $\Theta^*$ in the condition (MTM) there are a number of way to obtain an initial estimator $\Theta^0$. For example, we can use row and column screening [99], group lasso [359], and lasso [303] among other procedures. Here and in simulations we use the lasso estimator, which takes the form

$$\Theta^0 = \arg \min_{\Theta \in \mathbb{R}^{p \times k}} \frac{1}{2n} \| Y - X \Theta \|^2_F + \lambda \| \Theta \|_1.$$

The benefit of this approach is that it is scalable to the high-dimensional setting and trivially parallelizable, since each column of $\Theta^0$ can be estimated separately. The requirement of the initialization condition (I) is effectively a requirement on the sample size. Under the condition (MTM), a result of [233] shows that these conditions are satisfied with $n \geq s_1^* s_2^* \log p \log k$.

We then characterize the statistical error $e_{\text{stat}}$ under the condition (MTM).

**Lemma 42.** Under the condition (MTM), with probability at least $1 - (p \lor k)^{-1}$ we have

$$e_{\text{stat}} \leq C \sigma \sqrt{\frac{(s_1^* + s_2^*) \left( r + \log (p \lor k) \right)}{n}}$$

for some constant $C$.

The proof of Lemma 42 is given in Section 4.6.4.

With these conditions, we have the following result on GDT when applied to the multi-task
learning model in (4.17).

**Corollary 43.** *Suppose that the condition (MTM) is satisfied and the step size* $\eta$ *satisfies (4.9) - (4.11). Then for all*

$$T \geq C \log \left[ \frac{n}{(s_1^* + s_2^*)(r + \log(p \lor k))} \right],$$

*with probability at least* $1 - (p \lor k)^{-1}$, *we have*

$$\|\theta^T - \Theta^*\|_F \leq C\sqrt{\frac{(s_1^* + s_2^*)(r + \log(p \lor k))}{n}}$$

*for some constant* $C$.

Each iteration of the algorithm requires computing the gradient step with time complexity $r(n + r)(p + k)$. Note that if there is no error term $E$ in the model (4.17), then Algorithm 3 converges linearly to the true coefficient matrix $\Theta^*$, since $e_{stat} = 0$ in that case. The error rate in Corollary 43 matches the error rate of the algorithm proposed in [218]. However, our algorithm does not require a new independent sample in each iteration and allows for non-Gaussian errors. Compared to the minimax rate

$$\sigma \sqrt{\frac{1}{n} \left[ (s_1^* + s_2^*)r + s_1^* \log \frac{ep}{s_1^*} + s_2^* \log \frac{ek}{s_2^*} \right]} \quad (4.18)$$

established in [218], both our algorithm and that of [218] match the rate up to a multiplicative log factor. To the best of our knowledge, achieving the minimax rate (4.18) with a computationally scalable procedure is still an open problem. Note, however, that when $r$ is comparable to $\log(p \lor k)$ the rates match up to a constant multiplier. Therefore for large enough $T$, GDT algorithm attains near optimal rate.

In case we do not consider column sparsity, that is, when $s_2^* = k$, Corollary 43 gives error
rate
\[ \| \Theta^T - \Theta^* \|_F \leq C \sigma \sqrt{\frac{kr + s_1^*(r + \log p)}{n}} \] (4.19)
and prediction error
\[ \| X \Theta^T - X \Theta^* \|_F^2 \leq C \sigma^2 \left( kr + s_1^*(r + \log p) \right). \]

Compared to the prediction error bound \( kr + s_1^* r \log \frac{p}{s} \) proved in [47], we see that GDT error is much smaller with \( r + \log p \) in place of \( r \log p \). Moreover, GDT error matches the prediction error \( (k + s_1^* - r)r + s_1^* \log p \) established in [272], as long as \( k \geq Cr \) which is typically satisfied.

As mentioned before, in practice we use the criterion in [46] to select the rank \( r \). In order to obtain a consistent rank estimator with high probability, the procedure in [46] requires that \( \sigma_{r^*} (X \Theta^*) \) is lower bounded. We emphasize that although this condition is not required to obtain a near minimax optimal statistical error, it does affect the convergence rate of the GDT algorithm.

### 4.4.2 Application to Multi-task Reinforcement Learning

Reinforcement learning (RL) and approximate dynamic programming (ADP) are popular algorithms that help decision makers find optimal policies for decision making problems under uncertainty that can be cast in the framework of Markov Decision Processes (MDP) [33, 294]. Similar to many other approaches, when the sample size is small these algorithms may have poor performance. A possible workaround then is to simultaneously solve multiple related tasks and take advantage of their similarity and shared structure. This approach is called multi-task reinforcement learning (MTRL) and has been studied extensively [191, 327, 285]. In this section we show how GDT algorithm can be applied to the MTRL problem.

A Markov decision process (MDP) is represented by a 5-tuple \( \mathcal{M} = (S, A, P, R, \gamma) \) where \( S \) represents the state space (which we assume to be finite for simplicity); \( A \) is a finite set of actions; \( P_a(s, s') = \Pr(s_{t+1} = s' \mid s_t = s, a_t = a) \) is the Markovian transition kernel that
measures the probability that action $a$ in state $s$ at time $t$ will lead to state $s'$ at time $t+1$ (we assume $P_a$ to be time homogeneous); $R(s, a)$ is the state-action reward function measuring the instantaneous reward received when taking action $a$ in state $s$; and $\gamma$ is the discount factor. The core problem of MDP is to find a deterministic policy $\pi : S \rightarrow A$ that specifies the action to take when decision maker is in some state $s$. Define the Bellman operator

$$TQ(s, a) = R(s, a) + \gamma \sum_{s'} P_a(s, s') \max_{a'} Q(s', a'),$$

where $Q : S \times A \rightarrow \mathbb{R}$ is the state-action value function. The MDP can then be solved by calculating the optimal state-action value function $Q^*$ which gives the total discounted reward obtained starting in state $s$ and taking action $a$, and then following the optimal policy in subsequent time steps. Given $Q^*$, the optimal policy is recovered by the greedy policy:

$$\pi^*(s) = \arg \max_{a \in A} Q^*(s, a).$$

In MTRL the objective is to solve $k$ related tasks simultaneously where each task $k_0 \in \{1, \ldots, k\}$ corresponds to an MDP: $\mathcal{M}_{k_0} = (S, A, P_{k_0}, R_{k_0}, \gamma_{k_0})$. Thus, these $k$ tasks share the same state and action space but each task has a different transition dynamics $P_{k_0}$, state-action reward function $R_{k_0}$, and discount factor $\gamma_{k_0}$. The decision maker’s goal is to find an optimal policy for each MDP. If these MDPs do not share any information or structure, then it is straightforward to solve each of them separately. Here we assume the MDPs do share some structure so that the $k$ tasks can be learned together with smaller sample complexity than learning them separately.

We follow the structure in [57] and solve this MTRL problem by the fitted-$Q$ iteration (FQI) algorithm [96], one of the most popular method for ADP. In contrast to exact value iteration ($Q^t = TQ^{t-1}$), in FQI this iteration is approximated by solving a regression problem by representing $Q(s, a)$ as a linear function in some features representing the state-action pairs. To be more specific, we denote $\varphi(s) = [\varphi_1(s), \varphi_2(s), \ldots, \varphi_p(s)]$ as the feature mapping for state $s$ where $\varphi_i : S \rightarrow \mathbb{R}$ denotes the $i$th feature. We then extend the state-feature vector
\( \varphi \) to a feature vector mapping state \( s \) and action \( a \) as:

\[
\phi(s, a) = [0, 0, \ldots, 0, \varphi_1(s), \varphi_2(s), \ldots, \varphi_{p_s}(s), 0, 0, \ldots, 0] \in \mathbb{R}^p,
\]

where \( p = |A| \times p_s \). Finally, for MDP \( k_0 \), we represent the state-action value function \( Q_{k_0}(\cdot, \cdot) \) as an \(|S| \times |A| \) dimensional column vector with:

\[
Q_{k_0}(s, a) = \phi(s, a)^\top \cdot \Theta_{k_0}
\]

where \( \Theta_{k_0} \) is a \( p \times 1 \) dimensional column vector. If \( \Theta \in \mathbb{R}^{p \times k} \) represents the matrix with columns \( \Theta_{k_0}, k \in \{1, \ldots, k\} \), then we see that given the \( Q_{k_0}(s, a) \) state-action value functions, estimating the \( \Theta \) matrix is just a Multi-Task Learning problem of the form (4.17) with the response matrix \( Y = Q \in \mathbb{R}^{n \times k} \) where \( n = |S| \times |A| \) denotes the “sample size” with rows indexed by pairs \((s, a) \in S \times A\), \( X = \Phi \in \mathbb{R}^{n \times p} \) represents the matrix of predictors (features) with \((s, a)^{th}\) row as \( \phi(s, a) \), and \( \Theta^* \) is the unknown matrix of ADP coefficients. Consistent with the GDT algorithm, to exploit shared sparsity and structure across the \( k \) MDP tasks, we will subsequently assume that the coefficient matrix \( \Theta^* \) is row sparse and low rank.

Algorithm 4 provides details of MTRL with GDT. We assume we have access to the generative model of the \( k \) MDPs so that we can sample reward \( r \) and state \( s' \) from \( R(s, a) \) and \( P_a(s, s') \). With “design states” \( S_k \subseteq S \), \( n_s = |S_k| \) given as input, for each action \( a \) and each state \( s \in S_k \), FQI first generates samples (reward \( r \) and transition state \( s' \)) from the generative model of each MDP. These samples form a new dataset according to

\[
y_{i,a,k_0}^t = r_{i,a,k_0}^t + \gamma \max_{a'} \hat{Q}^{t-1}_{k_0}(s_{i,a,k_0}^t, a').
\]

Here \( \hat{Q}^{t-1}_{k_0} \) is calculated using the coefficient matrix from previous iteration:

\[
\hat{Q}^{t-1}_{k_0}(s_{i,a,k_0}^t, a') = \phi(s_{i,a,k_0}^t, a')^\top \cdot \Theta_{k_0}^{t-1}
\]
We then build dataset $D_{k_0}^t = \{(s_i, a), y_{i,a,k_0}^t\}_{s_i \in S_k, a \in A}$ with $s$ as predictor and $y$ as response, and apply GDT algorithm on the dataset $\{D_{k_0}^t\}_{k_0=1}^k$ to get estimator $\Theta^t$. This completes an iteration $t$ and we repeat this process until convergence. Finally the optimal policy $\pi^t_{k_0}$ is given by greedy policy: $\pi^t_{k_0}(s) = \arg \max_{a \in A} \hat{Q}^t_{k_0}(s, a)$ at each iteration $t$.

To derive theoretical result analogous to [57], we further assume $R(s, a) \in [0, 1]$ and hence the maximum cumulative discounted reward $Q_{\text{max}} = 1/(1 - \gamma)$. Since each task is a meaningful MDP, we do not assume sparsity on columns. Suppose $\sup_s \|\varphi(s)\|_2 \leq L$, we have the following theoretical result:

**Theorem 44.** Suppose the linear model holds and suppose the conditions in Section 5.4 are satisfied for each $\Theta^*_a$ with rank $r$ and row sparsity $s^*_1$, then after $T$ iterations, with probability at least $(1 - (p \wedge k)^{-1})^T$ we have

$$\frac{1}{k} \sum_{k_0=1}^k \|Q^*_{k_0} - Q^T_{k_0}\|_2^2 \leq \frac{C}{(1 - \gamma)^4} \left[ \frac{1}{n} Q_{\text{max}}^2 L^4 \left( r + \frac{s^*_1}{k} (r + \log p) \right) \right] + \frac{4Q_{\text{max}}^2}{(1 - \gamma)^4} \left[ C \beta T + \gamma T \right]^2$$

for some constant $C$.

**Proof.** We start from the intermediate result in [225]:

$$\left| Q^*_{k_0} - Q^T_{k_0} \right| \leq \frac{2\gamma (1 - \gamma^{T+1})}{(1 - \gamma)^2} \left[ \sum_{t=0}^{T-1} \alpha_t |\epsilon^t_{k_0}| + \alpha_T |Q^*_t - Q^0_t| \right],$$

where

$$\alpha_t = \frac{(1 - \gamma) \gamma^{T-t-1}}{1 - \gamma^{T+1}}, \text{ for } t < T, \text{ and } \alpha_T = \frac{(1 - \gamma) \gamma^T}{1 - \gamma^{T+1}}.$$

The error term $\epsilon^t_{k_0}(s', b)$ measures the approximation error in state $s' \in S$ and action
Algorithm 4 Multi-Task Reinforcement Learning with GDT

\begin{algorithm}
\textbf{Input:} States $S_k = \{s_i\}_{i=1}^{n_s} \subseteq S$

\textbf{Initialize} $\theta^0 = 0$

\textbf{for} $t = 1$ \textbf{to} $T$ \textbf{do}

\textbf{for} $a = 1$ \textbf{to} $|A|$ \textbf{do}

\textbf{for} $k_0 = 1$ \textbf{to} $k$, $i = 1$ \textbf{to} $n_s$ \textbf{do}

\quad Generate samples $r_{i,a,k_0}^t = R_{k_0}(s_i, a)$ and $s_{i,a,k_0}^t \sim P_{a,k_0}(s_i, s')$

\quad Calculate $y_{i,a,k_0}^t = r_{i,a,k_0}^t + \gamma \max_{a'} \hat{Q}_{k_0}^{t-1}(s_{i,a,k_0}^t, a')$

\textbf{end for}

\textbf{end for}

\textbf{Estimate} $\theta^t$ using GDT algorithm with $X = \{X((s_i, a), \cdot) = \phi(s_i, a)^\top\}_{s_i \in S_k, a \in A}$ and $Y = \{Y((s_i, a), k_0) = y_{i,a,k_0}^t\}_{s_i \in S, a \in A, k_0 \in [k]}$.

\textbf{end for}

\textbf{Output:} $\theta^T$
\end{algorithm}

$b \in A$. It can be bounded by

$$
|\epsilon_{k_0}^t(s', b)| = |\varphi(s')^\top \theta_{k_0,b}^t - \varphi(s')^\top \theta_{k_0,b}^*| \leq \|\varphi(s')\|_2 \|\theta_{k_0,b}^t - \theta_{k_0,b}^*\|_2
$$

$$
\leq L \|\theta_{k_0,b}^t - \theta_{k_0,b}^*\|_2.
$$

We then have

$$
|Q_{k_0}^* - Q_{k_0}^T| \leq \frac{2\gamma(1 - \gamma^{T+1})}{(1 - \gamma)^2} \left[ \sum_{t=0}^{T-1} \alpha_t L \max_b \|\theta_{k_0,b}^t - \theta_{k_0,b}^*\|_2 + 2\alpha T Q_{\max} \right].
$$

Taking average, and plugging in the main result (4.13) and the statistical error (4.19) we obtain our desired result.

\hfill \Box

4.5 Experiment

In this section we demonstrate the effectiveness of the GDT algorithm by extensive experiments\textsuperscript{1}. Section 4.5.1 shows results on synthetic datasets while Section 4.5.2 and 4.5.3 show results on two real datasets.

\textsuperscript{1} The codes are available at \url{https://github.com/ming93/GDT_nonconvex}
4.5.1 Synthetic Datasets

We present numerical experiments on MTL problem to support our theoretical analysis. Throughout this section, we generate the instances by sampling all entries of design matrix $X$, all nonzero entries of the true signal $U^*$ and $V^*$, and all entries of the noise matrix $E$ as i.i.d. standard normal.

Linear convergence. We first demonstrate our linear convergence result. Because it is hard to quantify linear convergence with statistical error, we turn to show the linear convergence in some special cases. Firstly, as we discussed after Corollary 43, suppose there is no error term $E$ in the model (4.17), then Algorithm 3 converges linearly to the true coefficient matrix $\Theta^*$. In this case we choose $p = 100, k = 50, r = 8, s_1^* = s_2^* = 10$, and the estimation error is shown in Figure 4.1. Secondly, as we discussed at the end of Section 4.3.2, suppose there are no row or column sparsity constraints on $\Theta^*$, then Algorithm 3 converges linearly to global minimum $\hat{\Theta}$. In this case it is more likely that we are in low dimensions, therefore we choose $p = 50$. The estimation error is shown in Figure 4.2. We see that in both cases GDT has linear convergence rate.

Estimation accuracy. We compare our algorithm with the Double Projected Penalization (DPP) method in [218], the thresholding SVD method (TSVD) method in [217], the exclusive extraction algorithm (EEA) in [71], the two methods (denoted by RCGL and JRRS)
in [47], and the standard Multitask learning method (MTL, with $L_{2,1}$ penalty). Here we set $n = 50, p = 100, k = 50, r = 8, s_1^* = s_2^* = 10$. The reason why we choose a relatively small scale is that many other methods do not scale to high dimensions, as will shown in Table 4.5. We will show the effectiveness of our method in high dimensions later. Except for standard MTL, all the other methods need an estimate of the rank to proceed for which we apply the rank estimator in [46]. For the methods that rely on tuning parameters, we generate an independent validation set to select the tuning parameters.

We consider two coefficient matrix settings, one is only row sparse and the other one is both row sparse and column sparse. We also consider strong signal and weak signal settings. The strong signal setting is described above and for the weak signal setting, we divide the true $\Theta^*$ by 5, resulting in a signal for which recovering true non-zero variables becomes much more difficult. Table 4.1 (strong signal, row sparse), Table 4.2 (strong signal, row and column sparse), Table 4.3 (weak signal, row sparse) and Table 4.4 (weak signal, row and column sparse) report the mean and the standard deviation of prediction errors, estimation errors and size of selected models based on 50 replications in each setting. We can see that in all the cases GDT has the lowest estimation error and prediction error. When the signal is weak, GDT may underselect the number of nonzero rows/columns, but it still has the best performance.

**Running time.** We then compare the running time of all these methods. We fix a baseline model size $n = 50, p = 80, k = 50, r = 4, s_1^* = s_2^* = 10$, and set a free parameter $\zeta$. For $\zeta = \{1, 5, 10, 20, 50, 100\}$, each time we increase $n, p, s_1^*, s_2^*$ by a factor of $\zeta$ and increase $k, r$ by a factor of $\lfloor \sqrt{\zeta} \rfloor$ and record the running time (in seconds) of each method for a fixed tolerance level, whenever possible. We run each algorithm with a fixed reasonable tuning parameter without any validation step. If for some $\zeta$ the algorithm does not converge in 2 hours then we simply record “>2h” and no longer increase $\zeta$ for that method. Table 4.5 summarizes the results. We can see that GDT is fast even in very high dimension, while all of the other methods are computationally expensive. We note that even though GDT
Table 4.1: Strong signal, Row sparse

| Method | Estimation error | Prediction error | |Row support| |
|--------|-----------------|-----------------|-----------------|-------------|
| GDT    | 0.0452 ± 0.0110 | 1.1060 ± 0.0248 | 10.16 ± 0.51 |
| DPP    | 0.0584 ± 0.0113 | 1.1290 ± 0.0357 | 52.64 ± 15.2 |
| TSVD   | 0.3169 ± 0.1351 | 2.4158 ± 0.9899 | 25.62 ± 8.03 |
| EEA    | 0.3053 ± 0.0998 | 1.2349 ± 0.0362 | 84.28 ± 6.70 |
| RCGL   | 0.0591 ± 0.0148 | 1.1101 ± 0.0168 | 49.60 ± 10.6 |
| JRRS   | 0.0877 ± 0.0227 | 1.1857 ± 0.0214 | 12.26 ± 2.02 |
| MTL    | 0.0904 ± 0.0243 | 1.1753 ± 0.0204 | 73.40 ± 2.67 |

Table 4.2: Strong signal, Row sparse and column sparse

| Method | Estimation error | Prediction error | |Row support| |Column support| |
|--------|-----------------|-----------------|-----------------|-----------------|
| GDT    | 0.0624 ± 0.0121 | 1.0353 ± 0.0167 | 10.24 ± 0.65 | 10.24 ± 0.68 |
| DPP    | 0.0921 ± 0.0251 | 1.0790 ± 0.0295 | 54.10 ± 18.25 | 10.38 ± 0.60 |
| TSVD   | 0.3354 ± 0.1053 | 1.7600 ± 0.3415 | 28.66 ± 7.27 | 30.88 ± 8.46 |
| EEA    | 0.2604 ± 0.1159 | 1.1023 ± 0.0220 | 64.44 ± 9.88 | 12.10 ± 2.69 |
| RCGL   | 0.1217 ± 0.0325 | 1.1075 ± 0.0174 | 42.06 ± 7.93 | 50 ± 0 |
| JRRS   | 0.1682 ± 0.0410 | 1.1612 ± 0.0174 | 13.96 ± 4.69 | 50 ± 0 |
| MTL    | 0.1837 ± 0.0499 | 1.1652 ± 0.0160 | 73.50 ± 3.17 | 50 ± 0 |

uses the lasso estimator in the initialization step, all the variables are used in the subsequent iterations and not only the ones selected by the lasso. In particular, the speed of the method does not come from the initialization step. Table 4.6 summarizes the averaged number of iterations with different choices of $\zeta$ with a tolerance value $10^{-3}$ on the objective function. We see that the number of iteration $T$ scales reasonably with the size of the problem.

**Effectiveness in high dimension.** Next, we demonstrate the effectiveness of GDT algorithm in high dimensions. Table 4.1 and Table 4.2 are both in low dimensions because we want to compare with other algorithms and they are slow in high dimensions, as shown in Table 4.5. Now we run our algorithm only and we choose $p = 5000, k = 3000, r = 50, s_1^* = s_2^* = 100$. The estimation error and objective value are shown in Figure 4.3 and Figure 4.4, respectively. In each figure, iteration 0 is for initialization we obtained by Lasso.

We can see that both estimation error and objective value continue to decrease, which
Table 4.3: Weak signal, Row sparse

|          | Estimation error | Prediction error | |Row support| |
|----------|------------------|------------------|------------------|------------------|
| **GDT**  | 0.2328 ± 0.0474  | 1.1282 ± 0.0231  | 10.08 ± 0.56     |
| **DPP**  | 0.2954 ± 0.0640  | 1.1624 ± 0.0315  | 47.26 ± 11.7     |
| **TSVD** | 0.5842 ± 0.1020  | 1.4271 ± 0.0903  | 30.81 ± 4.72     |
| **EEA**  | 0.3802 ± 0.0787  | 1.1647 ± 0.0206  | 46.16 ± 8.97     |
| **RCGL** | 0.2775 ± 0.0605  | 1.1493 ± 0.0291  | 37.92 ± 14.4     |
| **JRRS** | 0.3600 ± 0.0752  | 1.1975 ± 0.0392  | 11.74 ± 1.35     |
| **MTL**  | 0.3577 ± 0.0721  | 1.2140 ± 0.0418  | 69.92 ± 12.8     |

Table 4.4: Weak signal, Row sparse and column sparse

|          | Estimation error | Prediction error | |Row support| |Column support| |
|----------|------------------|------------------|------------------|------------------|------------------|
| **GDT**  | 0.3173 ± 0.0949  | 1.0380 ± 0.0218  | 9.56 ± 1.56      | 10.06 ± 1.21     |
| **DPP**  | 0.3899 ± 0.0737  | 1.0580 ± 0.0216  | 50.66 ± 12.86    | 13.52 ± 5.02     |
| **TSVD** | 0.6310 ± 0.1074  | 1.1372 ± 0.0246  | 49.94 ± 5.53     | 43.38 ± 2.55     |
| **EEA**  | 0.6016 ± 0.0965  | 1.0874 ± 0.0197  | 30.64 ± 8.65     | 30.64 ± 8.65     |
| **RCGL** | 0.4601 ± 0.0819  | 1.1017 ± 0.0262  | 28.9 ± 12.36     | 50 ± 0           |
| **JRRS** | 0.5535 ± 0.0866  | 1.1164 ± 0.0262  | 12.42 ± 6.02     | 50 ± 0           |
| **MTL**  | 0.5776 ± 0.0873  | 1.1286 ± 0.0296  | 53.0 ± 18.41     | 50 ± 0           |

Table 4.5: Running time comparison (in seconds)

<table>
<thead>
<tr>
<th></th>
<th>ζ = 1</th>
<th>ζ = 5</th>
<th>ζ = 10</th>
<th>ζ = 20</th>
<th>ζ = 50</th>
<th>ζ = 100</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GDT</strong></td>
<td>0.11</td>
<td>0.20</td>
<td>0.51</td>
<td>2.14</td>
<td>29.3</td>
<td>235.8</td>
</tr>
<tr>
<td><strong>DPP</strong></td>
<td>0.19</td>
<td>0.61</td>
<td>3.18</td>
<td>17.22</td>
<td>315.4</td>
<td>2489</td>
</tr>
<tr>
<td><strong>TSVD</strong></td>
<td>0.07</td>
<td>1.09</td>
<td>6.32</td>
<td>37.8</td>
<td>543</td>
<td>6075</td>
</tr>
<tr>
<td><strong>EEA</strong></td>
<td>0.50</td>
<td>35.6</td>
<td>256</td>
<td>&gt;2h</td>
<td>&gt;2h</td>
<td>&gt;2h</td>
</tr>
<tr>
<td><strong>RCGL</strong></td>
<td>0.18</td>
<td>1.02</td>
<td>7.15</td>
<td>36.4</td>
<td>657.4</td>
<td>&gt;2h</td>
</tr>
<tr>
<td><strong>JRRS</strong></td>
<td>0.19</td>
<td>0.82</td>
<td>6.36</td>
<td>30.0</td>
<td>610.2</td>
<td>&gt;2h</td>
</tr>
<tr>
<td><strong>MTL</strong></td>
<td>0.18</td>
<td>3.12</td>
<td>30.92</td>
<td>184.3</td>
<td>&gt;2h</td>
<td>&gt;2h</td>
</tr>
</tbody>
</table>

Table 4.6: Number of iterations in GDT algorithm with different choices of ζ

<table>
<thead>
<tr>
<th></th>
<th>ζ = 1</th>
<th>ζ = 5</th>
<th>ζ = 10</th>
<th>ζ = 20</th>
<th>ζ = 50</th>
<th>ζ = 100</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GDT</strong></td>
<td>31.9</td>
<td>41.6</td>
<td>33.6</td>
<td>53.0</td>
<td>72.4</td>
<td>153.8</td>
</tr>
</tbody>
</table>
demonstrates the effectiveness and necessity of GDT algorithm. From Figure 4.3 we also find that early stopping can help to avoid overfitting (although not too much), especially when $n$ is small.

**Effect of sparsity and rank.** We finally check the effect of the choices of sparsity level $s$ and rank $r$ on the performance of the algorithm. Here we set $n = 100$, $p = 500$, $k = 300$, $r = 15$, $s_1^* = s_2^* = 25$. We again consider strong signal and weak signal setting, where we divide the true $\Theta^*$ by 5 for weak signal setting. Table 4.7 (strong signal, estimation error), Table 4.8 (strong signal, prediction error), Table 4.9 (strong signal, estimation error), and Table 4.10 (strong signal, prediction error) report the average performance (estimation error and prediction error) of GDT algorithm with different choices of sparsity level $s$ and rank $r$, based on 50 replicates in each setting. The row and column with true sparsity level and rank are highlighted as bold. In the last column, we select the rank based on the rank estimator in [46].

From the tables we see that the performance of the algorithm is poor when we underselect a sparsity level or rank. This is more significant when the signal is strong, since we are missing too many large nonzero values in the estimator. This demonstrates the necessity to be conservative when selecting sparsity level and rank. When both the sparsity level and rank are selected as greater than the true value, the algorithm performs well in a relatively large range of sparsity level and rank, especially for prediction error. As a baseline, if we estimate
with Lasso estimator on each column where the regularization parameter is selected by validation set, the averaged estimation and prediction error is 0.2453 and 1.0902 for strong signal case, and 0.4716 and 1.0636 for weak signal case. Moreover, we see that overselecting a rank does not harm the performance too much, compared to overselecting a sparsity level. The rank selected by [46] performs well, and sometimes it even performs better than any of the fixed ranks.

Table 4.7: Estimation error of different choices of sparsity level and rank, with strong signal

<table>
<thead>
<tr>
<th></th>
<th>$r = 10$</th>
<th>$r = 12$</th>
<th>$r = 15$</th>
<th>$r = 20$</th>
<th>$r = 30$</th>
<th>$r = 50$</th>
<th>$r = 80$</th>
<th>$r$ selected by [46]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s = 15$</td>
<td>0.6367</td>
<td>0.6193</td>
<td>0.6080</td>
<td>0.6228</td>
<td>0.6109</td>
<td>0.6241</td>
<td>0.6259</td>
<td>0.6164</td>
</tr>
<tr>
<td>$s = 20$</td>
<td>0.4752</td>
<td>0.4644</td>
<td>0.4562</td>
<td>0.4715</td>
<td>0.4532</td>
<td>0.4536</td>
<td>0.4717</td>
<td>0.4693</td>
</tr>
<tr>
<td>$s = 25$</td>
<td>0.2467</td>
<td>0.1668</td>
<td>0.0238</td>
<td>0.0251</td>
<td>0.0256</td>
<td>0.0261</td>
<td>0.0261</td>
<td>0.0240</td>
</tr>
<tr>
<td>$s = 30$</td>
<td>0.2567</td>
<td>0.1687</td>
<td>0.0288</td>
<td>0.0318</td>
<td>0.0316</td>
<td>0.0310</td>
<td>0.0314</td>
<td>0.0286</td>
</tr>
<tr>
<td>$s = 40$</td>
<td>0.2460</td>
<td>0.1715</td>
<td>0.0411</td>
<td>0.0424</td>
<td>0.0425</td>
<td>0.0413</td>
<td>0.0428</td>
<td>0.0437</td>
</tr>
<tr>
<td>$s = 50$</td>
<td>0.2495</td>
<td>0.1588</td>
<td>0.0559</td>
<td>0.0500</td>
<td>0.0518</td>
<td>0.0523</td>
<td>0.0532</td>
<td>0.0585</td>
</tr>
<tr>
<td>$s = 80$</td>
<td>0.2468</td>
<td>0.1725</td>
<td>0.1166</td>
<td>0.1084</td>
<td>0.1077</td>
<td>0.1095</td>
<td>0.1084</td>
<td>0.1273</td>
</tr>
</tbody>
</table>

Table 4.8: Prediction error of different choices of sparsity level and rank, with strong signal

<table>
<thead>
<tr>
<th></th>
<th>$r = 10$</th>
<th>$r = 12$</th>
<th>$r = 15$</th>
<th>$r = 20$</th>
<th>$r = 30$</th>
<th>$r = 50$</th>
<th>$r = 80$</th>
<th>$r$ selected by [46]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s = 20$</td>
<td>2.5595</td>
<td>2.5062</td>
<td>2.4969</td>
<td>2.5078</td>
<td>2.4935</td>
<td>2.4514</td>
<td>2.5026</td>
<td>2.4780</td>
</tr>
<tr>
<td>$s = 25$</td>
<td>1.3722</td>
<td>1.1432</td>
<td>1.0096</td>
<td>1.0097</td>
<td>1.0102</td>
<td>1.0103</td>
<td>1.0111</td>
<td>1.0101</td>
</tr>
<tr>
<td>$s = 30$</td>
<td>1.3808</td>
<td>1.1422</td>
<td>1.0129</td>
<td>1.0136</td>
<td>1.0149</td>
<td>1.0152</td>
<td>1.0146</td>
<td>1.0128</td>
</tr>
<tr>
<td>$s = 40$</td>
<td>1.3831</td>
<td>1.1519</td>
<td>1.0176</td>
<td>1.0208</td>
<td>1.0246</td>
<td>1.0262</td>
<td>1.0263</td>
<td>1.0196</td>
</tr>
<tr>
<td>$s = 50$</td>
<td>1.3966</td>
<td>1.1427</td>
<td>1.0252</td>
<td>1.0289</td>
<td>1.0371</td>
<td>1.0410</td>
<td>1.0402</td>
<td>1.0253</td>
</tr>
<tr>
<td>$s = 80$</td>
<td>1.3935</td>
<td>1.1650</td>
<td>1.0415</td>
<td>1.0527</td>
<td>1.0754</td>
<td>1.0969</td>
<td>1.1013</td>
<td>1.0419</td>
</tr>
</tbody>
</table>

4.5.2 Norwegian Paper Quality Dataset

In this section we apply GDT to Norwegian paper quality dataset. This data was obtained from a controlled experiment that was carried out at a paper factory in Norway to uncover the
Table 4.9: Estimation error of different choices of sparsity level and rank, with weak signal

<table>
<thead>
<tr>
<th></th>
<th>$r = 10$</th>
<th>$r = 12$</th>
<th>$r = 15$</th>
<th>$r = 20$</th>
<th>$r = 30$</th>
<th>$r = 50$</th>
<th>$r = 80$</th>
<th>$r$ selected by [46]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s = 15$</td>
<td>0.6292</td>
<td>0.6340</td>
<td>0.6361</td>
<td>0.6313</td>
<td>0.6169</td>
<td>0.6430</td>
<td>0.6276</td>
<td>0.6203</td>
</tr>
<tr>
<td>$s = 20$</td>
<td>0.4733</td>
<td>0.4732</td>
<td>0.4905</td>
<td>0.4714</td>
<td>0.4747</td>
<td>0.4792</td>
<td>0.4734</td>
<td>0.4715</td>
</tr>
<tr>
<td>$s = 25$</td>
<td>0.2525</td>
<td>0.1877</td>
<td>0.1307</td>
<td>0.1296</td>
<td>0.1349</td>
<td>0.1365</td>
<td>0.1474</td>
<td>0.1484</td>
</tr>
<tr>
<td>$s = 30$</td>
<td>0.2704</td>
<td>0.1981</td>
<td>0.1474</td>
<td>0.1396</td>
<td>0.1441</td>
<td>0.1443</td>
<td>0.1364</td>
<td>0.1561</td>
</tr>
<tr>
<td>$s = 40$</td>
<td>0.2677</td>
<td>0.2033</td>
<td>0.1702</td>
<td>0.1772</td>
<td>0.1830</td>
<td>0.1824</td>
<td>0.1820</td>
<td>0.1810</td>
</tr>
<tr>
<td>$s = 50$</td>
<td>0.2695</td>
<td>0.2211</td>
<td>0.2075</td>
<td>0.2156</td>
<td>0.2281</td>
<td>0.2558</td>
<td>0.2254</td>
<td>0.2137</td>
</tr>
<tr>
<td>$s = 80$</td>
<td>0.3114</td>
<td>0.3008</td>
<td>0.2836</td>
<td>0.3060</td>
<td>0.3239</td>
<td>0.3474</td>
<td>0.3461</td>
<td>0.2889</td>
</tr>
</tbody>
</table>

Table 4.10: Prediction error of different choices of sparsity level and rank, with weak signal

<table>
<thead>
<tr>
<th></th>
<th>$r = 10$</th>
<th>$r = 12$</th>
<th>$r = 15$</th>
<th>$r = 20$</th>
<th>$r = 30$</th>
<th>$r = 50$</th>
<th>$r = 80$</th>
<th>$r$ selected by [46]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s = 15$</td>
<td>1.2218</td>
<td>1.2173</td>
<td>1.2203</td>
<td>1.2221</td>
<td>1.2304</td>
<td>1.2265</td>
<td>1.2191</td>
<td>1.2256</td>
</tr>
<tr>
<td>$s = 20$</td>
<td>1.1107</td>
<td>1.1055</td>
<td>1.1076</td>
<td>1.1057</td>
<td>1.1059</td>
<td>1.1054</td>
<td>1.1050</td>
<td>1.1051</td>
</tr>
<tr>
<td>$s = 25$</td>
<td>1.0251</td>
<td>1.0150</td>
<td>1.0100</td>
<td>1.0096</td>
<td>1.0103</td>
<td>1.0098</td>
<td>1.0112</td>
<td>1.0110</td>
</tr>
<tr>
<td>$s = 30$</td>
<td>1.0291</td>
<td>1.0166</td>
<td>1.0133</td>
<td>1.0131</td>
<td>1.0142</td>
<td>1.0135</td>
<td>1.0136</td>
<td>1.0140</td>
</tr>
<tr>
<td>$s = 40$</td>
<td>1.0334</td>
<td>1.0235</td>
<td>1.0188</td>
<td>1.0217</td>
<td>1.0255</td>
<td>1.0267</td>
<td>1.0257</td>
<td>1.0202</td>
</tr>
<tr>
<td>$s = 50$</td>
<td>1.0352</td>
<td>1.0264</td>
<td>1.0247</td>
<td>1.0308</td>
<td>1.0390</td>
<td>1.0405</td>
<td>1.0376</td>
<td>1.0250</td>
</tr>
<tr>
<td>$s = 80$</td>
<td>1.0466</td>
<td>1.0396</td>
<td>1.0412</td>
<td>1.0547</td>
<td>1.0732</td>
<td>1.0919</td>
<td>1.0878</td>
<td>1.0390</td>
</tr>
</tbody>
</table>
effect of three control variables $X_1, X_2, X_3$ on the quality of the paper which was measured by 13 response variables. Each of the control variables $X_i$ takes values in $\{-1, 0, 1\}$. To account for possible interactions and nonlinear effects, second order terms were added to the set of predictors, yielding $X_1, X_2, X_3, X_1^2, X_2^2, X_3^2, X_1 \cdot X_2, X_1 \cdot X_3, X_2 \cdot X_3$.

The data set can be downloaded from the website of [156] and its structure clearly indicates that dimension reduction is possible, making it a typical application for reduced rank regression methods [156, 7, 47, 272]. Based on the analysis of [46] and [7] we select the rank $\hat{r} = 3$; also suggested by [46] we take $s_1 = 6$ and $s_2 = k = 13$ which means we have row sparsity only. GDT selects 6 of the original 9 predictors, with $X_1^2, X_1 \cdot X_2$ and $X_2 \cdot X_3$ discarded, which is consistent with the result in [46].

To compare prediction errors, we split the whole dataset at random, with 70% for training and 30% for test, and repeat the process 50 times to compare the performance of the above methods. All tuning parameters are selected by cross validation and we always center the responses in the training data (and transform the test data accordingly). The average RMSE on test set is shown in Table 4.11. We can see that GDT is competitive with the best method, demonstrating its effectiveness on real datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>GDT</th>
<th>DPP</th>
<th>TSVD</th>
<th>EEA</th>
<th>RCGL</th>
<th>JRRS</th>
<th>MTL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.002</td>
<td>1.012</td>
<td>1.094</td>
<td>1.161</td>
<td>1.001</td>
<td>1.013</td>
<td>1.014</td>
</tr>
</tbody>
</table>

### 4.5.3 Calcium Imaging Data

As a microscopy technique in neuroscience, calcium imaging is gaining more and more attentions [129]. It records fluorescent images from neurons and allows us to identify the spiking activity of the neurons. To achieve this goal, [248] introduces a spatiotemporal model and we briefly introduce this model here. More detailed description can be found in [248] and [218]. Denote $k = \ell_1 \times \ell_2$ as the pixels we observe, and denote $K$ as the total number of pixels.
neurons. The observation time step is \( t = 1, \ldots, T \). Let \( S \in \mathbb{R}^{T \times K} \) be the number of spikes at each time step and for each neuron; \( A \in \mathbb{R}^{K \times k} \) be the nonnegative spatial footprint for each neuron at each pixel; \( Y \in \mathbb{R}^{T \times k} \) be the observation at each time step and at each pixel; and \( E \in \mathbb{R}^{T \times k} \) be the observation error. Ignore the baseline vector for all the pixels, the model in [248] is given by

\[
Y = G^{-1}SA + E = X\Theta^* + E
\]

where \( \Theta^* = SA \) is the coefficient matrix and \( X = G^{-1} \) is observed with

\[
G = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
-\gamma & 1 & \cdots & \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & -\gamma & 1
\end{pmatrix}.
\]

Here \( \gamma \) is set to be \( \gamma = 1 - 1/(\text{frame rate}) \) as suggested by [312]. From the settings we see that each row of \( S \) is the activation for all the neurons, and therefore it is natural to have \( S \) to be row sparse since usually we would not observe too many activations in a fixed time period; also, each column of \( A \) is the footprint for all the neurons at each pixel, and therefore it is natural to have \( A \) to be column sparse since we expect to see only a few neurons in a fixed area. Therefore our coefficient matrix \( \Theta^* = SA \) would be both row sparse and column sparse. It is also low rank since it is the product of two “tall” matrices because the number of neurons \( K \) are usually small. Now we see this is a multi-task learning problem with simultaneous row-sparse, column-sparse and low rank coefficient matrix where \( n = p = T \) and \( k = \ell_1 \times \ell_2 \).

We consider the calcium imaging data in [6] which is a movie with 559 frames (acquired at approximately 8.64 frames/sec), where each frame is 135 \( \times \) 131 pixels. This dataset is also analyzed in [218] and [129]. For this dataset, we have \( n = p = 559 \) and \( k = 135 \times 131 = 17,685 \). We use \( r = 50 \), more conservative than the estimator given by [46] and we set \( s_1 = 100 \) row sparsity and \( s_2 = 3000 \) column sparsity. Figure 4.5 shows five most significant manually
labeled regions; Figure 4.6 are the corresponding signals estimated by our GDT algorithm. We can see that they match very well, which demonstrates the effectiveness of our method.

4.6 Technical Proofs

This section collects technical proofs.

4.6.1 Proof of Lemma 39

Let \([\bar{U}, \bar{\Sigma}, \bar{V}] = \text{rSVD}(\Theta^0)\) be the rank \(r\) SVD of the matrix \(\Theta^0\) and let

\[
\bar{\Theta} = \bar{U}\bar{\Sigma}(\bar{V})^\top = \arg \min_{\text{rank}(\Theta) \leq r} \|\Theta - \Theta^0\|_F.
\]

Since \(\bar{\Theta}\) is the best rank \(r\) approximation to \(\Theta^0\), we have

\[
\|\bar{\Theta} - \Theta^0\|_F \leq \|\Theta^0 - \Theta^*\|_F.
\]
The triangle inequality gives us
\[ \| \tilde{\Theta} - \Theta^* \|_F \leq \| \Theta^0 - \Theta^* \|_F + \| \Theta^0 - \tilde{\Theta} \|_F \leq 2\| \Theta^0 - \Theta^* \|_F. \]

Now that both \( \tilde{\Theta} \) and \( \Theta^* \) are rank \( r \) matrices, and according to (4.7) we have
\[ \| \tilde{\Theta} - \Theta^* \|_F \leq 2\| \Theta^0 - \Theta^* \|_F \leq \frac{1}{2}\sigma_r(\Theta^*). \]

Then, Lemma 5.14 in [305] gives us
\[
d^2 \left( \begin{bmatrix} \tilde{\Sigma}^{1/2} \\ \tilde{V} \Sigma^{1/2} \end{bmatrix}, \begin{bmatrix} U^* \\ V^* \end{bmatrix} \right) \leq \frac{2}{\sqrt{2} - 1} \cdot \frac{\| \tilde{\Theta} - \Theta^* \|_F^2}{\sigma_r(\Theta^*)}
\leq \frac{2}{\sqrt{2} - 1} \cdot \frac{4}{\sigma_r(\Theta^*)} \cdot \frac{I_0^2}{25 \xi^2} \cdot \sigma_r(\Theta^*)
\leq \frac{I_0^2}{\xi^2}
\]

where the second inequality comes from the initialization condition (4.7). Finally, Lemma 3.3 in [204] gives
\[
d^2 \left( \begin{bmatrix} U^0 \\ V^0 \end{bmatrix}, \begin{bmatrix} U^* \\ V^* \end{bmatrix} \right) \leq \xi^2 d^2 \left( \begin{bmatrix} \tilde{\Sigma}^{1/2} \\ \tilde{V} \Sigma^{1/2} \end{bmatrix}, \begin{bmatrix} U^* \\ V^* \end{bmatrix} \right) \leq I_0^2.
\]

### 4.6.2 Proof of Lemma 40

For notation simplicity, let \( Z = \begin{bmatrix} U \\ V \end{bmatrix} \) denote the current iterate and let \( Z^+ = \begin{bmatrix} U^+ \\ V^+ \end{bmatrix} \) denote the next iterate. Let \( S_U = S(U) \cup S(U^+) \cup S(U^*) \) and \( S_V = S(V) \cup S(V^+) \cup S(V^*) \). With some abuse of notation, we define the index set \( S_Z = S_U \cup S_V \) to represent coordinates of \( Z \) corresponding to \( U_{S_U} \) and \( V_{S_V} \). For an index set \( S \), let \( \mathcal{P}(U, S) = \begin{bmatrix} U_S \\ 0_{S^C} \end{bmatrix} \). Let
\[ G(U,V) = f(U,V) + g(U,V) \]. Finally, let \( \Delta_U = U - U^* \hat{O}, \Delta_V = V - V^* \hat{O} \) and \( \Delta_Z = Z - Z^* \hat{O} \).

With these notations, we can write

\[
U^+ = \text{Hard}(U - \eta \cdot \nabla G_U(U,V), s_1) = \text{Hard} \left( U - \eta \cdot P(\nabla G_U(U,V), S_U), s_1 \right)
\]

and

\[
V^+ = \text{Hard}(V - \eta \cdot \nabla G_V(U,V), s_2) = \text{Hard} \left( V - \eta \cdot P(\nabla G_V(U,V), S_V), s_2 \right).
\]

Let \( \hat{O} \in \mathcal{O}(r) \) be such that

\[
d^2(Z, Z^*) = \|U - U^* \hat{O}\|_F^2 + \|V - V^* \hat{O}\|_F^2.
\]

We have that

\[
d^2(Z^+, Z^*) = \min_{O \in \mathcal{O}(r)} \left\| \begin{bmatrix} U^+ \\ V^+ \end{bmatrix} - \begin{bmatrix} U^* O \\ V^* O \end{bmatrix} \right\|_F^2
\]

\[
\leq \left\| \begin{bmatrix} \text{Hard} \left( U - \eta \cdot P(\nabla G_U(U,V), S_U), s_1 \right) \\ \text{Hard} \left( V - \eta \cdot P(\nabla G_V(U,V), S_V), s_2 \right) \end{bmatrix} - \begin{bmatrix} U^* \hat{O} \\ V^* \hat{O} \end{bmatrix} \right\|_F^2
\]

\[
\leq \left( 1 + \frac{2}{\sqrt{c} - 1} \right) \|Z - \eta \cdot P(\nabla G_Z(Z), S_Z) - Z^* \hat{O}\|_F^2,
\]

where the last inequality follows from Lemma 3.3 of [204]. Therefore,

\[
d^2(Z^+, Z^*) \leq \left( 1 + \frac{2}{\sqrt{c} - 1} \right) \left[ d^2(Z, Z^*) - 2\eta \cdot (T_1 + R_1) + 2\eta^2 \cdot (T_2 + R_2) \right]
\]

(4.20)

where \( T_1 = \langle P(\nabla f_Z(Z), S_Z), \Delta_Z \rangle, \ T_2 = \| [\nabla f_Z(Z)]_{S_Z} \|_F^2, \ R_2 = \| [\nabla g_Z(Z)]_{S_Z} \|_F^2, \) and \( R_1 = \langle P(\nabla g_Z(Z), S_Z), \Delta_Z \rangle. \)
For the term $T_1$, we have

$$T_1 = \left< \mathcal{P} \left( \nabla f(UV^\top)V, SU \right), \Delta_U \right> + \left< \mathcal{P} \left( \nabla f(U^*V^*^\top)U, SV \right), \Delta_V \right>$$

$$= \left< \left[ \nabla f(UV^\top) - \nabla f(U^*V^*^\top) \right]_{SU,SV}, \left[ UV^\top - U^*V^*^\top \right]_{SU,SV} \right>_{T_1}$$

$$+ \left< \left[ \nabla f(U^*V^*^\top) \right]_{SU,SV}, \left[ UV^\top - U^*V^*^\top \right]_{SU,SV} \right>_{T_1}$$

$$+ \left< \left[ \nabla f(UV^\top) \right]_{SU,SV}, \left[ \Delta U \Delta V \right]_{SU,SV} \right>_{T_1}$$

By restricting all the variables to the low-rank and sparse space, Theorem 2.1.11 of [234] gives

$$T_{11} \geq \frac{L \cdot \mu}{L + \mu} \cdot \left\| UV^\top - U^*V^*^\top \right\|_F^2 + \frac{1}{L + \mu} \cdot \left\| \nabla f(UV^\top) - \nabla f(U^*V^*^\top) \right\|_{SU,SV}^2$$

Next, we have

$$T_{12} \geq -\left< \left[ \nabla f(U^*V^*^\top) \right]_{SU,SV}, \left[ UV^\top - U^*V^*^\top \right]_{SU,SV} \right>_{i}$$

$$\geq -e_{\text{stat}} \cdot \left\| UV^\top - U^*V^*^\top \right\|_F$$

$$\geq -\frac{1}{2} L \cdot \mu \cdot e_{\text{stat}}^2 - \frac{1}{2} L \cdot \mu \cdot \left\| UV^\top - U^*V^*^\top \right\|_F^2$$

where in (i) follows from the definition of statistical error and in (ii) we used the Young’s inequality $ab \leq \frac{a^2}{2\epsilon} + \frac{\epsilon b^2}{2}$, for $a, b, \epsilon > 0$. Therefore,

$$T_{11} + T_{12} \geq \frac{1}{2} L \cdot \mu \cdot \left\| UV^\top - U^*V^*^\top \right\|_F^2 - \frac{1}{2} L \cdot \mu \cdot e_{\text{stat}}^2$$

$$+ \frac{1}{L + \mu} \cdot \left\| \nabla f(UV^\top) - \nabla f(U^*V^*^\top) \right\|_{SU,SV}^2$$

(4.21)
Finally, for the term $T_{13}$, we have

$$
T_{13} \geq - \left\langle \nabla f(UV^\top), [\Delta U \Delta V]_{S_U,S_V} \right\rangle
$$

$$
\geq - \left\langle \nabla f(U^* V^* \top), [\Delta U \Delta V]_{S_U,S_V} \right\rangle
- \left\langle \nabla f(UV^\top) - \nabla f(U^* V^* \top), [\Delta U \Delta V]_{S_U,S_V} \right\rangle
$$

$$
\geq - \left( e_{\text{stat}} + \left\| \nabla f(UV^\top) - \nabla f(U^* V^* \top) \right\|_F \right) \cdot d^2(Z, Z^*),
$$

where the last inequality follows from the definition of statistical error and the observation $\|\Delta U \Delta V\|_F \leq \|\Delta V\|_F \cdot \|\Delta U\|_F \leq d^2(Z, Z^*)$. Under the assumptions,

$$
d^2(Z, Z^*) \leq \frac{4 \mu_{\min} \sigma_r(\Theta^*)}{\mu + L}
$$

and therefore

$$
T_{13} \geq - \left( e_{\text{stat}} + \left\| \nabla f(UV^\top) - \nabla f(U^* V^* \top) \right\|_F \right) \cdot \sqrt{\frac{4 \mu_{\min} \sigma_r(\Theta^*)}{\mu + L}} \cdot d(Z, Z^*)
$$

$$
\geq - \frac{1}{2(\mu + L)} \cdot \left( e_{\text{stat}} + \left\| \nabla f(UV^\top) - \nabla f(U^* V^* \top) \right\|_F \right)^2
- \frac{4}{5} \mu_{\min} \sigma_r(\Theta^*) \cdot d^2(Z, Z^*).
$$

(4.22)

Combining (4.21) and (4.22) we have

$$
T_1 \geq \frac{1}{2L + \mu} \cdot \left\| U V^\top - U^* V^* \top \right\|_F^2 - \frac{4}{5} \mu_{\min} \sigma_r(\Theta^*) \cdot d^2(Z, Z^*)
$$

$$
\underbrace{T_{1a}}_{\text{Term} T_{1a}}
$$

$$
- \frac{1}{2} \left( \frac{L + \mu}{L \cdot \mu} + \frac{1}{L + \mu} \right) \cdot e_{\text{stat}}
$$

$$
+ \frac{1}{2(L + \mu)} \cdot \left\| \nabla f(UV^\top) - \nabla f(U^* V^* \top) \right\|_F^2.
$$

(4.23)
For the term $T_2$, we have

\[
\left\| \left[ \nabla f(U^*V^\top) V \right]_{S_U} \right\|_F = \sup_{\|U_{S_U}\|_F=1} \text{tr} \left( \nabla f(U^*V^\top) U V_{S_U}^\top \right) \\
= \sup_{\|U_{S_U}\|_F=1} \langle \nabla f(U^*V^\top), U_{S_U} V^\top \rangle \\
\leq e_{\text{stat}} \cdot \|V\|_2.
\]

We then have

\[
\left\| \left[ \nabla f(UV^\top) V \right]_{S_U} \right\|_F^2 \\
= \left\| \left[ \nabla f(UV^\top) V - \nabla f(U^*V^\top) V + \nabla f(U^*V^\top) V \right]_{S_U} \right\|_F^2 \\
\leq 2 \left\| \left[ \nabla f(UV^\top) V - \nabla f(U^*V^\top) V \right]_{S_U} \right\|_F^2 + 2 \left\| \nabla f(U^*V^\top) V \right\|_{S_U}^2 \\
\leq 2 \left\| \left[ \nabla f(UV^\top) - \nabla f(U^*V^\top) \right]_{S_U,S_V} \right\|_F^2 \cdot \|V\|_2^2 + 2e_{\text{stat}}^2 \cdot \|V\|_2^2 \\
\leq 2 \left( \left\| \left[ \nabla f(UV^\top) - \nabla f(U^*V^\top) \right]_{S_U,S_V} \right\|_F^2 + e_{\text{stat}}^2 \right) \cdot \|Z\|_2^2,
\]

where the first inequality follows since $\|A + B\|_F^2 \leq 2\|A\|_F^2 + 2\|B\|_F^2$, and the last inequality follows since $\max(\|U\|_2, \|V\|_2) \leq \|Z\|_2$. Combining the results, we have

\[
T_2 = \left\| \left[ \nabla f(UV^\top) V \right]_{S_U} \right\|_F^2 + \left\| \left[ \nabla f(UV^\top)^\top U \right]_{S_V} \right\|_F^2 \\
\leq 4 \left( \left\| \left[ \nabla f(UV^\top) - \nabla f(U^*V^\top) \right]_{S_U,S_V} \right\|_F^2 + e_{\text{stat}}^2 \right) \cdot \|Z\|_2^2. \tag{4.24}
\]

For $R_1$, Lemma B.1 of [240] gives

\[
R_1 \geq \frac{1}{8} \left[ \|UU^\top - U^*U^\top\|_F^2 + \|VV^\top - V^*V^\top\|_F^2 - 2\|UV^\top - U^*V^\top\|_F^2 - 2\|UV^\top - U^*V^\top\|_F^2 \right] \\
\begin{aligned}
\underbrace{+ \frac{1}{2} \|\nabla g\|_F^2 - \frac{1}{2} \|\nabla g\|_2 \cdot \|\Delta Z\|_F^2}_R \tag{4.25}
\end{aligned}
\]
For $R_{12}$, we have that

$$R_{12} + T_{1a} = R_{12} + \frac{1}{8} \frac{L \cdot \mu}{L + \mu} \cdot 4 \left\| UV^\top - U^* V^* \right\|^2_F$$

$$\geq \mu_{\min} \left[ \left\| UU^\top - U^* U^* \right\|^2_F + \left\| VV^\top - V^* V^* \right\|^2_F + 2 \left\| UV^\top - U^* V^* \right\|^2_F \right]$$

$$= \mu_{\min} \left\| ZZ^\top - Z^* Z^* \right\|^2_F$$

$$\geq \frac{4}{5} \mu_{\min} \sigma_r^2(Z^*) \cdot d^2(Z, Z^*)$$

$$= \frac{8}{5} \mu_{\min} \sigma_r(\Theta^*) \cdot d^2(Z, Z^*),$$

(4.26)

where the first inequality follows from the definition of $\mu_{\min}$, the second inequality follows from Lemma 5.4 of [305], and the last equality follows from $\sigma_r(Z^*) = \sqrt{2\sigma_r(\Theta^*)}$.

For $R_{13}$, recall that $\Delta Z$ satisfies (4.14), we have that

$$R_{13} \leq \frac{1}{2} \left\| \nabla g \right\|_2 \cdot \left\| \Delta Z \right\|_F \cdot \sqrt{\frac{8}{5} \mu_{\min} \sigma_r(\Theta^*)}$$

$$\leq \frac{2}{5} \mu_{\min} \sigma_r(\Theta^*) \cdot d^2(Z, Z^*) + \frac{1}{4} \left\| \nabla g \right\|_F^2.$$

(4.27)

Combining (4.23), (4.25), (4.26), and (4.27), we obtain

$$T_1 + R_1 \geq \frac{2}{5} \mu_{\min} \sigma_r(\Theta^*) \cdot d^2(Z, Z^*) + \frac{1}{4} \left\| \nabla g \right\|_F^2 - \frac{1}{2} \left( \frac{L + \mu}{L \cdot \mu} + \frac{1}{L + \mu} \right) \cdot \epsilon_{\text{stat}}^2$$

$$+ \frac{1}{2(L + \mu)} \cdot \left\| \nabla f(UV^\top) - \nabla f(U^* V^* \top) \right\|^2_{S_{U}, S_{V}}.$$  

(4.28)

For $R_2$, we have

$$R_2 = \left\| U \nabla g \right\|_F^2 + \left\| V \nabla g \right\|_F^2 \leq 2 \left\| Z \right\|_2^2 \cdot \left\| \nabla g \right\|_F^2.$$  

(4.29)
Combining (4.24), (4.28), and (4.29), we have
\[
d^2(Z, Z^*) - 2\eta \cdot (T_1 + R_1) + 2\eta^2 \cdot (T_2 + R_2)
\leq \left(1 - \eta \cdot \frac{2}{5} \mu_{\min} \sigma_r(\Theta^*) \right) \cdot d^2(Z, Z^*) \\
+ \eta \left(4\eta \cdot \|Z\|^2 - \frac{1}{2(\mu + L)} \right) \cdot \|\nabla f(UV^\top) - \nabla f(U^*V^*\top)\|_{S_U, S_V}^2 \\
+ \eta \left(2\eta \cdot \|Z\|^2 - \frac{1}{4} \right) \|\nabla g\|_F^2 \\
+ \eta \left(\frac{L + \mu}{2\mu \mu} + \frac{1}{2(\mu + L)} + 4\eta \cdot \|Z\|^2 \right) \cdot e_{\text{stat}}^2.
\]

Under the choice of the step size,
\[
\eta \leq \frac{1}{8\|Z\|^2 \cdot \min \left\{\frac{1}{2(\mu + L)}, 1\right\}},
\]
the second term and third term in (4.30) are non-positive and we drop them to get
\[
d^2(Z, Z^*) - 2\eta \cdot (T_1 + R_1) + 2\eta^2 \cdot (T_2 + R_2)
\leq \left(1 - \eta \cdot \frac{2}{5} \mu_{\min} \sigma_r(\Theta^*) \right) \cdot d^2(Z, Z^*) + \eta \cdot \frac{L + \mu}{L \cdot \mu} \cdot e_{\text{stat}}^2.
\]

Plugging (4.31) into (4.20) we finish the proof.

### 4.6.3 Proof of Lemma 41

Comparing (4.9) and (4.15) we see that we only need to show \(\|Z\|^2 \leq 2\|Z_0\|^2\). Let \(O \in \mathcal{O}(r)\) be such that
\[
d^2(Z, Z^*) = \|U - U^*O\|^2_F + \|V - V^*O\|^2_F.
\]
By triangular inequality we have

\[ \|Z\|_2 \leq \|Z^*O\|_2 + \|Z - Z^*O\|_2 \]

\[ \leq \|Z^*\|_2 + \sqrt{\frac{4}{5} \mu_{\min} \sigma_r(\Theta^*) \cdot \frac{1}{\mu + L}} \]

\[ \leq \|Z^*\|_2 + \sqrt{\frac{4}{5} \cdot \frac{1}{8} \mu L \cdot \frac{1}{2} \sigma_r^2(Z^*) \cdot \frac{1}{\mu + L}} \]

\[ \leq \|Z^*\|_2 + \sqrt{\frac{1}{80} \sigma_r^2(Z^*)} \]

\[ \leq \frac{9}{8} \|Z^*\|_2, \]

where the third inequality follows from the definition of \( \mu_{\min} \) and \( \sigma_r^2(Z^*) = 2\sigma_r(\Theta^*) \), and the fourth inequality follows from \( \frac{ab}{(a+b)^2} \leq \frac{1}{4} \). Similarly, we have

\[ \|Z_0\|_2 \geq \|Z^*O\|_2 - \|Z_0 - Z^*O\|_2 \]

\[ \geq \|Z^*\|_2 - \sqrt{\frac{1}{80} \sigma_r^2(Z^*)} \]

\[ \geq \frac{7}{8} \|Z^*\|_2. \]

Combining (4.32) and (4.33) we have

\[ \|Z\|_2 \leq \frac{9}{8} \cdot \frac{8}{7} \|Z_0\|_2 \leq \sqrt{2}\|Z_0\|_2, \]

which completes the proof.

4.6.4 Proof of Lemma 42

Let \( \Omega(s, m) \) denote a collection of subsets of \( \{1, \ldots, m\} \) of size \( s \). Let \( S_U \in \Omega(s_1, p) \) and \( S_V \in \Omega(s_2, k) \) be fixed. With some abuse of notation, let \( \mathcal{W}(S_U) = \{ U \in \mathbb{R}^{p \times 2r} \mid \|U_{S_U}\| = 0, \|U_{S_U}\|_2 = 1 \} \) and \( \mathcal{W}(S_V) = \{ V \in \mathbb{R}^{k \times 2r} \mid \|V_{S_V}\| = 0, \|V_{S_V}\|_F = 1 \} \). Let \( \mathcal{N}_U(\epsilon) \) and \( \mathcal{N}_V(\epsilon) \) be the epsilon net of \( \mathcal{W}_U \) and \( \mathcal{W}_V \), respectively. Using Lemma 10 and Lemma 11 of
For fixed $U$ and $V$, the random variable $\text{tr} \left( E^\top XUV^\top \right)$ is a sub-Gaussian with variance proxy $\sigma^2 \| X_{S_U} U_{S_U} V_{S_V}^\top \|_F^2$. This variance proxy can be bounded as

$$\sigma^2 \| X_{S_U} U_{S_U} V_{S_V}^\top \|_F^2 \leq \sigma^2 \cdot \max_{S_U \in \Omega(s_1, p)} \| (X^\top X)_{S_U} \|_2 = n\sigma^2 \bar{\kappa}(s_1).$$

Using a tail bound for sub-Gaussian random variables, we get

$$\frac{1}{n} \text{tr} \left( E^\top XU_{S_U} V_{S_V}^\top \right) \leq 2\sigma \sqrt{\frac{\bar{\kappa}(s_1) \log \frac{1}{\delta}}{n}}$$

with probability at least $1 - \delta$. To obtain an upper bound on $e_{\text{stat}}$, we will apply the union bound $\Omega(s_1, p), \Omega(s_2, k), \mathcal{N}_U(\epsilon)$ and $\mathcal{N}_V(\epsilon)$. We set $\epsilon = \frac{1}{2}$ and obtain

$$e_{\text{stat}} \leq 8\sigma \sqrt{\frac{\bar{\kappa}(s_1)}{n} \left( s_1 \log p + s_2 \log k + 2r(s_1 + s_2) \log 6 + \log \frac{1}{\delta} \right)}$$

with probability at least $1 - \delta$. Taking $\delta = (p \lor k)^{-1}$ completes the proof.

### 4.7 Conclusion

We proposed a new GDT algorithm to efficiently solve for optimization problem with simultaneous low rank and row and/or column sparsity structure on the coefficient matrix. We show the linear convergence of GDT algorithm up to statistical error. As an application, for multi-task learning problem we show that the statistical error is near optimal compared to the minimax rate. Experiments on multi-task learning demonstrate competitive performance and much faster running speed compared to existing methods. For future extensions, it would
be of interest to extend GDT algorithm to non-linear models. Another potential direction would be to adaptively select the sparsity level $s_1$ and $s_2$ in hard thresholding step.
CHAPTER 5
CONVERGENT POLICY OPTIMIZATION FOR SAFE REINFORCEMENT LEARNING

5.1 Introduction

Reinforcement learning [295] has achieved tremendous success in video games [223, 242, 289, 192, 331] and board games, such as chess and Go [280, 282, 281], in part due to powerful simulators [28, 311]. In contrast, due to physical limitations, real-world applications of reinforcement learning methods often need to take into consideration the safety of the agent [14, 113]. For instance, in expensive robotic and autonomous driving platforms, it is pivotal to avoid damages and collisions [108, 31]. In medical applications, we need to consider the switching cost [21].

A popular model of safe reinforcement learning is the constrained Markov decision process (CMDP), which generalizes the Markov decision process by allowing for inclusion of constraints that model the concept of safety [8]. In a CMDP, the cost is associated with each state and action experienced by the agent, and safety is ensured only if the expected cumulative cost is below a certain threshold. Intuitively, if the agent takes an unsafe action at some state, it will receive a huge cost that punishes risky attempts. Moreover, by considering the cumulative cost, the notion of safety is defined for the whole trajectory enabling us to examine the long-term safety of the agent, instead of focusing on individual state-action pairs. For a CMDP, the goal is to take sequential decisions to achieve the expected cumulative reward under the safety constraint.

Solving a CMDP can be written as a linear program [8], with the number of variables being the same as the size of the state and action spaces. Therefore, such an approach is only feasible for the tabular setting, where we can enumerate all the state-action pairs. For large-scale reinforcement learning problems, where function approximation is applied, both the objective and constraint of the CMDP are nonconvex functions of the policy parameter. One common
method for solving CMDP is to formulate an unconstrained saddle-point optimization problem via Lagrangian multipliers and solve it using policy optimization algorithms [83, 300]. Such an approach suffers the following two drawbacks:

First, for each fixed Lagrangian multiplier, the inner minimization problem itself can be viewed as solving a new reinforcement learning problem. From the computational point of view, solving the saddle-point optimization problem requires solving a sequence of MDPs with different reward functions. For a large scale problem, even solving a single MDP requires huge computational resources, making such an approach computationally infeasible.

Second, from a theoretical perspective, the performance of the saddle-point approach hinges on solving the inner problem optimally. Existing theory only provides convergence to a stationary point where the gradient with respect to the policy parameter is zero [123, 205]. Moreover, the objective, as a bivariate function of the Lagrangian multiplier and the policy parameter, is not convex-concave and, therefore, first-order iterative algorithms can be unstable [120].

In contrast, we tackle the nonconvex constrained optimization problem of the CMDP directly. We propose a novel policy optimization algorithm, inspired by [207]. Specifically, in each iteration, we replace both the objective and constraint by quadratic surrogate functions and update the policy parameter by solving the new constrained optimization problem. The two surrogate functions can be viewed as first-order Taylor-expansions of the expected reward and cost functions where the gradients are estimated using policy gradient methods [296]. Additionally, they can be viewed as convex relaxations of the original nonconvex reward and cost functions. In Section 5.4 we show that, as the algorithm proceeds, we obtain a sequence of convex relaxations that gradually converge to a smooth function. More importantly, the sequence of policy parameters converges almost surely to a stationary point of the nonconvex constrained optimization problem.
Related work. Our work is pertinent to the line of research on CMDP [8]. For CMDPs with large state and action spaces, [84] proposed an iterative algorithm based on a novel construction of Lyapunov functions. However, their theory only holds for the tabular setting. Using Lagrangian multipliers, [252, 83, 2, 300] proposed policy gradient [296], actor-critic [185], or trust region policy optimization [266] methods for CMDP or constrained risk-sensitive reinforcement learning [113]. These algorithms either do not have convergence guarantees or are shown to converge to saddle-points of the Lagrangian using two-time-scale stochastic approximations [41]. However, due to the projection on the Lagrangian multiplier, the saddle-point achieved by these approaches might not be the stationary point of the original CMDP problem. In addition, [326] proposed a cross-entropy-based stochastic optimization algorithm, and proved the asymptotic behavior using ordinary differential equations. In contrast, our algorithm and the theoretical analysis focus on the discrete time CMDP. Outside of the CMDP setting, [152, 189] studied safe reinforcement learning with demonstration data, [306] studied the safe exploration problem with different safety constraints, and [13] studied multi-task safe reinforcement learning.

Our contribution. Our contribution is three-fold. First, for the CMDP policy optimization problem where both the objective and constraint function are nonconvex, we propose to optimize a sequence of convex relaxation problems using convex quadratic functions. Solving these surrogate problems yields a sequence of policy parameters that converge almost surely to a stationary point of the original policy optimization problem. Second, to reduce the variance in the gradient estimator that is used to construct the surrogate functions, we propose an online actor-critic algorithm. Finally, as concrete applications, our algorithms are also applied to optimal control (Section 5.5.1) and parallel and multi-agent reinforcement learning problems with safety constraints (Section 5.5.2 and 5.5.3).
5.2 Background

A Markov decision process is denoted by \((\mathcal{S}, \mathcal{A}, P, \gamma, r, \mu)\), where \(\mathcal{S}\) is the state space, \(\mathcal{A}\) is the action space, \(P\) is the transition probability distribution, \(\gamma \in (0, 1)\) is the discount factor, \(r : \mathcal{S} \times \mathcal{A} \to \mathbb{R}\) is the reward function, and \(\mu \in \mathcal{P}(\mathcal{S})\) is the distribution of the initial state \(s_0 \in \mathcal{S}\), where we denote \(\mathcal{P}(\mathcal{X})\) as the set of probability distributions over \(\mathcal{X}\) for any \(\mathcal{X}\). A policy is a mapping \(\pi : \mathcal{S} \to \mathcal{P}(\mathcal{A})\) that specifies the action that an agent will take when it is at state \(s\).

**Policy gradient method.** Let \(\{\pi_\theta : \mathcal{S} \to \mathcal{P}(\mathcal{A})\}\) be a parameterized policy class, where \(\theta \in \Theta\) is the parameter defined on a compact set \(\Theta\). This parameterization transfers the original infinite dimensional policy class to a finite dimensional vector space and enables gradient based methods to be used to maximize (5.1). For example, the most popular Gaussian policy can be written as \(\pi(\cdot | s, \theta) = \mathcal{N}(\mu(s, \theta), \sigma(s, \theta))\), where the state dependent mean \(\mu(s, \theta)\) and standard deviation \(\sigma(s, \theta)\) can be further parameterized as \(\mu(s, \theta) = \theta_\mu^\top \cdot x(s)\) and \(\sigma(s, \theta) = \exp \left( \theta_\sigma^\top \cdot x(s) \right)\) with \(x(s)\) being a state feature vector. The goal of an agent is to maximize the expected cumulative reward

\[
R(\theta) = \mathbb{E}_\pi \left[ \sum_{t \geq 0} \gamma^t \cdot r(s_t, a_t) \right], \tag{5.1}
\]

where \(s_0 \sim \mu\), and for all \(t \geq 0\), we have \(s_{t+1} \sim P(\cdot | s_t, a_t)\) and \(a_t \sim \pi(\cdot | s_t)\). Given a policy \(\pi(\theta)\), we define the state- and action-value functions of \(\pi_\theta\), respectively, as

\[
V^\theta(s) = \mathbb{E}_{\pi_\theta} \left[ \sum_{t \geq 0} \gamma^t r(s_t, a_t) \mid s_0 = s \right], \tag{5.2}
\]

and

\[
Q^\theta(s, a) = \mathbb{E}_{\pi_\theta} \left[ \sum_{t \geq 0} \gamma^t r(s_t, a_t) \mid s_0 = s, a_0 = a \right].
\]
The policy gradient method updates the parameter $\theta$ through gradient ascent

$$\theta_{k+1} = \theta_k + \eta \cdot \hat{\nabla}_\theta R(\theta_k),$$

where $\hat{\nabla}_\theta R(\theta_k)$ is a stochastic estimate of the gradient $\nabla_\theta R(\theta_k)$ at $k$-th iteration. Policy gradient method, as well as its variants (e.g. policy gradient with baseline [295], neural policy gradient [321, 208, 53]) is widely used in reinforcement learning. The gradient $\nabla_\theta R(\theta)$ can be estimated according to the policy gradient theorem [296],

$$\nabla_\theta R(\theta) = \mathbb{E} \left[ \nabla_\theta \log \pi_\theta(s, a) \cdot Q^\theta(s, a) \right]. \quad (5.3)$$

**Actor-critic method.** To further reduce the variance of the policy gradient method, we could estimate both the policy parameter and value function simultaneously. This kind of method is called actor-critic algorithm [185], which is widely used in reinforcement learning. Specifically, in the value function evaluation (critic) step we estimate the action-value function $Q^\theta(s, a)$ using, for example, the temporal difference method TD(0) [87]. The policy parameter update (actor) step is implemented as before by the Monte-Carlo method according to the policy gradient theorem (5.3) with the action-value $Q^\theta(s, a)$ replaced by the estimated value in the policy evaluation step.

**Constrained MDP.** In this work, we consider an MDP problem with an additional constraint on the model parameter $\theta$. Specifically, when taking action at some state we incur some cost value. The constraint is such that the expected cumulative cost cannot exceed some pre-defined constant. A constrained Markov decision process (CMDP) is denoted by $(\mathcal{S}, \mathcal{A}, P, \gamma, r, d, \mu)$, where $d: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is the cost function and the other parameters are as
before. The goal of an agent in CMDP is to solve the following constrained problem

$$
\min_{\theta \in \Theta} \quad J(\theta) = \mathbb{E}_{\pi_{\theta}} \left[ -\sum_{t \geq 0} \gamma^t \cdot r(s_t, a_t) \right],
$$

subject to

$$
D(\theta) = \mathbb{E}_{\pi_{\theta}} \left[ \sum_{t \geq 0} \gamma^t \cdot d(s_t, a_t) \right] \leq D_0,
$$

where \( D_0 \) is a fixed constant. We consider only one constraint \( D(\theta) \leq D_0 \), noting that it is straightforward to generalize to multiple constraints. Throughout this chapter, we assume that both the reward and cost value functions are bounded: \(|r(s_t, a_t)| \leq r_{\text{max}}\) and \(|d(s_t, a_t)| \leq d_{\text{max}}\). Also, the parameter space \( \Theta \) is assumed to be compact.

### 5.3 Algorithm

In this section, we develop an algorithm to solve the optimization problem (5.4). Note that both the objective function and the constraint in (5.4) are nonconvex and involve expectation without closed-form expression. As a constrained problem, a straightforward approach to solve (5.4) is to define the following Lagrangian function

$$
L(\theta, \lambda) = J(\theta) + \lambda \cdot \left[ D(\theta) - D_0 \right],
$$

and solve the dual problem

$$
\inf_{\lambda \geq 0} \sup_{\theta} L(\theta, \lambda).
$$

However, this problem is a nonconvex minimax problem and, therefore, is hard to solve and establish theoretical guarantees for solutions [3]. Another approach to solve (5.4) is to replace \( J(\theta) \) and \( D(\theta) \) by surrogate functions with nice properties. For example, one can iteratively construct local quadratic approximations that are strongly convex [267], or are an upper bound for the original function [291]. However, an immediate problem of this naive approach
is that, even if the original problem (5.4) is feasible, the convex relaxation problem need not be. Also, these methods only deal with deterministic and/or convex constraints.

In this work, we propose an iterative algorithm that approximately solves (5.4) by constructing a sequence of convex relaxations, inspired by [207]. Our method is able to handle the possible infeasible situation due to the convex relaxation as mentioned above, and handle stochastic and nonconvex constraint. Since we do not have access to $J(\theta)$ or $D(\theta)$, we first define the sample negative cumulative reward and cost functions as

$$J^*(\theta) = -\sum_{t \geq 0} \gamma^t \cdot r(s_t, a_t) \quad \text{and} \quad D^*(\theta) = \sum_{t \geq 0} \gamma^t \cdot d(s_t, a_t).$$

Given $\theta$, $J^*(\theta)$ and $D^*(\theta)$ are the sample negative cumulative reward and cost value of a realization (i.e., a trajectory) following policy $\pi_\theta$. Note that both $J^*(\theta)$ and $D^*(\theta)$ are stochastic due to the randomness in the policy, state transition distribution, etc. With some abuse of notation, we use $J^*(\theta)$ and $D^*(\theta)$ to denote both a function of $\theta$ and a value obtained by the realization of a trajectory. Clearly we have $J(\theta) = \mathbb{E}[J^*(\theta)]$ and $D(\theta) = \mathbb{E}[D^*(\theta)]$.

We start from some (possibly infeasible) $\theta_0$. Let $\theta_k$ denote the estimate of the policy parameter in the $k$-th iteration. As mentioned above, we do not have access to the expected cumulative reward $J(\theta)$. Instead we sample a trajectory following the current policy $\pi_{\theta_k}$ and obtain a realization of the negative cumulative reward value and the gradient of it as $J^*(\theta_k)$ and $\nabla_\theta J^*(\theta_k)$, respectively. The cumulative reward value is obtained by Monte-Carlo estimation, and the gradient is also obtained by Monte-Carlo estimation according to the policy gradient theorem in (5.3). We provide more details on the realization step later in this section. Similarly, we use the same procedure for the cost function and obtain realizations $D^*(\theta_k)$ and $\nabla_\theta D^*(\theta_k)$. 
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We approximate $J(\theta)$ and $D(\theta)$ at $\theta_k$ by the quadratic surrogate functions

$$
\tilde{J}(\theta, \theta_k, \tau) = J^*(\theta_k) + \langle \nabla_\theta J^*(\theta_k), \theta - \theta_k \rangle + \tau \| \theta - \theta_k \|^2_2,
$$

(5.5)

$$
\tilde{D}(\theta, \theta_k, \tau) = D^*(\theta_k) + \langle \nabla_\theta D^*(\theta_k), \theta - \theta_k \rangle + \tau \| \theta - \theta_k \|^2_2,
$$

(5.6)

where $\tau > 0$ is any fixed constant. In each iteration, we solve the optimization problem

$$
\bar{\theta}_k = \arg\min_{\theta} J^{(k)}(\theta) \quad \text{subject to} \quad D^{(k)}(\theta) \leq D_0,
$$

(5.7)

where we define

$$
J^{(k)}(\theta) = (1 - \rho_k) \cdot J^{(k-1)}(\theta) + \rho_k \cdot \tilde{J}(\theta, \theta_k, \tau),
$$

(5.8)

$$
D^{(k)}(\theta) = (1 - \rho_k) \cdot D^{(k-1)}(\theta) + \rho_k \cdot \tilde{D}(\theta, \theta_k, \tau),
$$

with the initial value $J^{(0)}(\theta) = D^{(0)}(\theta) = 0$. Here $\rho_k$ is the weight parameter to be specified later. According to the definition (5.5) and (5.6), problem (5.7) is a convex quadratically constrained quadratic program (QCQP). Therefore, it can be efficiently solved by, for example, the interior point method. However, as mentioned before, even if the original problem (5.4) is feasible, the convex relaxation problem (5.7) could be infeasible. In this case, we instead solve the following feasibility problem

$$
\bar{\theta}_k = \arg\min_{\theta, \alpha} \alpha \quad \text{subject to} \quad D^{(k)}(\theta) \leq D_0 + \alpha.
$$

(5.9)

In particular, we relax the infeasible constraint and find $\bar{\theta}_k$ as the solution that gives the minimum relaxation. Due to the specific form in (5.6), $D^{(k)}(\theta)$ is decomposable into quadratic forms of each component of $\theta$, with no terms involving $\theta_i \cdot \theta_j$. Therefore, the solution to problem (5.9) can be written in a closed form. Given $\bar{\theta}_k$ from either (5.7) or (5.9), we update
Algorithm 5 Successive convex relaxation algorithm for constrained MDP

1: **Input:** Initial value $\theta_0, \tau, \{\rho_k\}, \{\eta_k\}$.
2: for $k = 1, 2, 3, \ldots$ do
3: Obtain a sample $J^*(\theta_k)$ and $D^*(\theta_k)$ by Monte-Carlo sampling.
4: Obtain a sample $\nabla_{\theta} J^*(\theta_k)$ and $\nabla_{\theta} D^*(\theta_k)$ by policy gradient theorem.
5: if problem (5.7) is feasible then
6: Obtain $\bar{\theta}_k$ by solving (5.7).
7: else
8: Obtain $\theta_k$ by solving (5.9).
9: end if
10: Update $\theta_{k+1}$ by (5.10).
11: end for

$\theta_k$ by

$$\theta_{k+1} = (1 - \eta_k) \cdot \theta_k + \eta_k \cdot \bar{\theta}_k,$$

(5.10)

where $\eta_k$ is the learning rate to be specified later. Note that although we consider only one constraint in the algorithm, both the algorithm and the theoretical result in Section 5.4 can be directly generalized to multiple constraints setting. The whole procedure is summarized in Algorithm 5.

**Obtaining realizations $J^*(\theta_k)$ and $\nabla_{\theta} J^*(\theta_k)$.** We detail how to obtain realizations $J^*(\theta_k)$ and $\nabla_{\theta} J^*(\theta_k)$ corresponding to the lines 3 and 4 in Algorithm 5. The realizations of $D^*(\theta_k)$ and $\nabla_{\theta} D^*(\theta_k)$ can be obtained similarly.

First, we discuss finite horizon setting, where we can sample the full trajectory according to the policy $\pi_{\theta}$. In particular, for any $\theta_k$, we use the policy $\pi_{\theta_k}$ to sample a trajectory and obtain $J^*(\theta_k)$ by Monte-Carlo method. The gradient $\nabla_{\theta} J(\theta)$ can be estimated by the policy gradient theorem [296],

$$\nabla_{\theta} J(\theta) = -\mathbb{E}_{\pi_{\theta}} \left[ \nabla_{\theta} \log \pi_{\theta}(s,a) \cdot Q_{\theta}(s,a) \right].$$

(5.11)

Again we can sample a trajectory and obtain the policy gradient realization $\nabla_{\theta} J^*(\theta_k)$ by
Monte-Carlo method.

In infinite horizon setting, we cannot sample the infinite length trajectory. In this case, we utilize the truncation method introduced in [259], which truncates the trajectory at some stage $T$ and scales the undiscounted cumulative reward to obtain an unbiased estimation. Intuitively, if the discount factor $\gamma$ is close to 0, then the future reward would be discounted heavily and, therefore, we can obtain an accurate estimate with a relatively small number of stages. On the other hand, if $\gamma$ is close to 1, then the future reward is more important compared to the small $\gamma$ case and we have to sample a long trajectory. Taking this intuition into consideration, we define $T$ to be a geometric random variable with parameter $1 - \gamma$: $\Pr(T = t) = (1 - \gamma)^t$. Then, we simulate the trajectory until stage $T$ and use the estimator $J_{\text{truncate}}(\theta) = -(1 - \gamma) \cdot \sum_{t=0}^{T} r(s_t, a_t)$, which is an unbiased estimator of the expected negative cumulative reward $J(\theta)$, as proved in proposition 5 in [241]. We can apply the same truncation procedure to estimate the policy gradient $\nabla_{\theta} J(\theta)$.

**Variance reduction.** Using the naive sampling method described above, we may suffer from high variance problem. To reduce the variance, we can modify the above procedure in the following ways. First, instead of sampling only one trajectory in each iteration, a more practical and stable way is to sample several trajectories and take average to obtain the realizations. As another approach, we can subtract a baseline function from the action-value function $Q^\theta(s, a)$ in the policy gradient estimation step (5.11) to reduce the variance without changing the expectation. A popular choice of the baseline function is the state-value function $V^\theta(s)$ as defined in (5.2). In this way, we can replace $Q^\theta(s, a)$ in (5.11) by the advantage function $A^\theta(s, a)$ defined as

$$A^\theta(s, a) = Q^\theta(s, a) - V^\theta(s).$$

This modification corresponds to the standard REINFORCE with Baseline algorithm [295] and can significantly reduce the variance of policy gradient.
Actor-critic method. Finally, we can use an actor-critic update to improve the performance further. In this case, since we need unbiased estimators for both the reward value and its gradient in (5.5) and (5.6) in online fashion, we modify our original problem (5.4) to average reward setting as

\[
\minimize_{\theta \in \Theta} J(\theta) = \lim_{T \to \infty} \mathbb{E}_{\pi_\theta} \left[ -\frac{1}{T} \sum_{t=0}^{T} r(s_t, a_t) \right],
\]

subject to \( D(\theta) = \lim_{T \to \infty} \mathbb{E}_{\pi_\theta} \left[ \frac{1}{T} \sum_{t=0}^{T} d(s_t, a_t) \right] \leq D_0. \)

Let \( V_{\theta}^J(s) \) and \( V_{\theta}^D(s) \) denote the value and cost functions corresponding to (5.2). We use possibly nonlinear approximation with parameter \( w \) for the value function: \( V_w^J(s) \) and \( v \) for the cost function: \( V_v^D(s) \). In the critic step, we update \( w \) and \( v \) by TD(0) with step size \( \beta_w \) and \( \beta_v \); in the actor step, we solve our proposed convex relaxation problem to update \( \theta \). The actor-critic procedure is summarized in Algorithm 6. Here \( J \) and \( D \) are estimators of \( J(\theta_k) \) and \( D(\theta_k) \). Both of \( J \) and \( D \), and the TD error \( \delta^J, \delta^D \) can be initialized as 0.

The usage of the actor-critic method helps reduce variance by using a value function instead of Monte-Carlo sampling. Specifically, in Algorithm 5 we need to obtain a sample trajectory and calculate \( J^*(\theta) \) and \( \nabla_\theta J^*(\theta) \) by Monte-Carlo sampling. This step has a high variance since we need to sample a potentially long trajectory and sum up a lot of random rewards. In contrast, in Algorithm 6, this step is replaced by a value function \( V_w^J(s) \), which reduces the variance.

### 5.4 Theoretical Result

In this section, we show almost sure convergence of the iterates obtained by our algorithm to a stationary point. We start by stating some mild assumptions on the original problem (5.4) and the choice of some parameters in Algorithm 5.

**Assumption 45.** The choice of \( \{\eta_k\} \) and \( \{\rho_k\} \) satisfy \( \lim_{k \to \infty} \sum_k \eta_k = \infty, \lim_{k \to \infty} \sum_k \rho_k = \)
Algorithm 6 Actor-Critic update for constrained MDP

\begin{algorithm}
\begin{algorithmic}
\State \textbf{for} $k = 1, 2, 3, \ldots$ \textbf{do}
\State Take action $a$, observe reward $r$, cost $d$, and new state $s'$.
\State \textbf{Critic step:}
\State \hspace{1em} $w \leftarrow w + \beta_w \cdot \delta^J \nabla_w V^J_w(s)$, $J \leftarrow J + \beta_w \cdot (r - J)$.
\State \hspace{1em} $v \leftarrow v + \beta_v \cdot \delta^D \nabla_v V^J_v(s)$, $D \leftarrow D + \beta_v \cdot (d - D)$.
\State \textbf{Calculate TD error:}
\State \hspace{1em} $\delta^J = r - J + V^J_w(s') - V^J_w(s)$.
\State \hspace{1em} $\delta^D = d - D + V^D_v(s') - V^D_v(s)$.
\State \textbf{Actor step:}
\State \hspace{1em} Solve $\theta_k$ by (5.7) or (5.9) with $J^*(\theta_k), \nabla_\theta J^*(\theta_k)$ in (5.5) replaced by $J$ and $\delta^J \cdot \nabla_\theta \log \pi_\theta(s, a)$;
\State \hspace{1em} $D^*(\theta_k), \nabla_\theta D^*(\theta_k)$ in (5.6) replaced by $D$ and $\delta^D \cdot \nabla_\theta \log \pi_\theta(s, a)$.
\State \hspace{1em} $s \leftarrow s'$.
\State \textbf{end for}
\end{algorithmic}
\end{algorithm}

$\infty$ and $\lim_{k \to \infty} \sum_k \eta_k^2 + \rho_k^2 < \infty$. Furthermore, we have $\lim_{k \to \infty} \eta_k / \rho_k = 0$ and $\eta_k$ is decreasing.

**Assumption 46.** For any realization, $J^*(\theta)$ and $D^*(\theta)$ are continuously differentiable as functions of $\theta$. Moreover, $J^*(\theta)$, $D^*(\theta)$, and their derivatives are uniformly Lipschitz continuous.

Assumption 45 allows us to specify the learning rates. A practical choice would be $\eta_k = k^{-c_1}$ and $\rho_k = k^{-c_2}$ with $0.5 < c_2 < c_1 < 1$. This assumption is standard for gradient-based algorithms. Assumption 46 is also standard and is known to hold for a number of models. It ensures that the reward and cost functions are sufficiently regular. In fact, it can be relaxed such that each realization is Lipschitz (not uniformly), and the event that we keep generating realizations with monotonically increasing Lipschitz constant is an event with probability 0. See condition iv) in [337] and the discussion thereafter. Also, see [245] for sufficient conditions such that both the expected cumulative reward function and the gradient of it are Lipschitz.

The following Assumption 47 is useful only when we initialize with an infeasible point. We first state it here and we will discuss this assumption after the statement of the main theorem.
Assumption 47. Suppose \((\theta_S, \alpha_S)\) is a stationary point of the optimization problem

\[
\minimize_{\theta, \alpha} \quad \text{subject to} \quad D(\theta) \leq D_0 + \alpha. \tag{5.12}
\]

We have that \(\theta_S\) is a feasible point of the original problem (5.4), i.e. \(D(\theta_S) \leq D_0\).

We are now ready to state the main theorem.

Theorem 48. Suppose the Assumptions 45 and 46 are satisfied with small enough initial step size \(\eta_0\). Suppose also that, either \(\theta_0\) is a feasible point, or Assumption 47 is satisfied. If there is a subsequence \(\{\theta_{k_j}\}\) of \(\{\theta_k\}\) that converges to some \(\tilde{\theta}\), then there exist uniformly continuous functions \(\hat{J}(\theta)\) and \(\hat{D}(\theta)\) satisfying

\[
\lim_{j \to \infty} J^{(k_j)}(\theta) = \hat{J}(\theta) \quad \text{and} \quad \lim_{j \to \infty} D^{(k_j)}(\theta) = \hat{D}(\theta).
\]

Furthermore, suppose there exists \(\theta\) such that \(\hat{D}(\theta) < D_0\) (i.e. the Slater’s condition holds), then \(\tilde{\theta}\) is a stationary point of the original problem (5.4) almost surely.

Proof. According to the choice of the surrogate function (5.5) and Assumption 46, it is straightforward to verify that the function \(J^{(k)}(\theta)\) defined in (5.8) is uniformly strongly convex in \(\theta\) for each iteration \(t\). Moreover, both \(J^{(k)}(\theta)\) and \(\nabla_\theta J^{(k)}(\theta)\) are Lipschitz continuous functions.

From Lemma 1 in [264] we have

\[
\lim_{t \to \infty} \left| J^{(k)}(\theta) - \mathbb{E}[J(\theta, \theta_k, \tau)] \right| = 0.
\]

Since the function \(\mathbb{E}[J(\theta, \theta_k, \tau)]\) is Lipschitz continuous in \(\theta_k\), we obtain that

\[
\left| J^{(k_1)}(\theta) - J^{(k_2)}(\theta) \right| \leq L_0 \cdot \|\theta_{k_1} - \theta_{k_2}\| + \epsilon,
\]

for some constant \(L_0\) and the error term \(\epsilon\) that goes to 0 as \(k_1, k_2\) go to infinity. This shows
that the function sequence $J^{(k_j)}(\theta)$ is equicontinuous. Since $\Theta$ is compact and the discounted cumulative reward function is bounded by $r_{\text{max}}/(1 - \gamma)$, we can apply Arzela-Ascoli theorem [93, 170] to prove existence of $\hat{J}(\theta)$ that converges uniformly. Moreover, since we apply the same operations on the constraint function $D(\theta)$ as to the reward function $J(\theta)$ in Algorithm 5, the above properties also hold for $D(\theta)$.

The rest of the proof follows in a similar way as the proof of Theorem 1 in [207]. Under Assumptions 45 - 47, the technical conditions in [207] are satisfied by the choice of the surrogate functions (5.5) and (5.6). According to Lemma 2 in [207], with probability one we have

$$\limsup_{k \to \infty} D(\theta_k) \leq D_0.$$  

This shows that, although in some of the iterations the convex relaxation problem (5.7) is infeasible, and we have to solve the alternative problem (5.9), the iterates $\{\theta_k\}$ converge to the feasible region of the original problem (5.4) with probability one. Furthermore, with probability one, the convergent point $\tilde{\theta}$ is the optimal solution to the following problem

$$\min_{\theta \in \Theta} \hat{J}(\theta) \quad \text{subject to} \quad \hat{D}(\theta) \leq D_0. \quad (5.13)$$

The KKT conditions for (5.13) together with the Slater condition show that the KKT conditions of the original problem (5.4) are also satisfied at $\tilde{\theta}$. This shows that $\tilde{\theta}$ is a stationary point of the original problem almost surely.

Note that Assumption 47 is not necessary if we start from a feasible point, or we reach a feasible point in the iterates, which could be viewed as an initializer. Assumption 47 makes sure that the iterates in Algorithm 5 keep making progress without getting stuck at any infeasible stationary point. A similar condition is assumed in [207] for an infeasible initializer. If it turns out that $\theta_0$ is infeasible and Assumption 47 is violated, then the convergent point may be an infeasible stationary point of (5.12). In practice, if we can find a feasible point
of the original problem, then we proceed with that point. Alternatively, we could generate multiple initializers and obtain iterates for all of them. As long as there is a feasible point in one of the iterates, we can view this feasible point as the initializer and Theorem 48 follows without Assumption 47. In our later experiments, for every single replicate, we could reach a feasible point, and therefore Assumption 47 is not necessary.

Our algorithm does not guarantee safe exploration during the training phase. Ensuring safety during learning is a more challenging problem. Sometimes even finding a feasible point is not straightforward, otherwise Assumption 47 is not necessary.

Our proposed algorithm is inspired by [207]. Compared to [207] which deals with an optimization problem, solving the safe reinforcement learning problem is more challenging. We need to verify that the Lipschitz condition is satisfied, and also the policy gradient has to be estimated (instead of directly evaluated as in a standard optimization problem). The usage of the Actor-Critic algorithm reduces the variance of the sampling, which is unique to reinforcement learning.

5.5 Applications

In this section, we apply our algorithm to some specific MDP models and show how it works for these models in details.

5.5.1 Constrained Linear-Quadratic Regulator

We apply our algorithm to the linear-quadratic regulator (LQR), which is one of the most fundamental problems in control theory. In the LQR setting, the state dynamic equation is linear, the cost function is quadratic, and the optimal control theory tells us that the optimal control for LQR is a linear function of the state [97, 15]. LQR can be viewed as an MDP problem and it has attracted a lot of attention in the reinforcement learning literature [43, 44, 89, 255].
We consider the infinite-horizon, discrete-time LQR problem. Denote $x_t$ as the state variable and $u_t$ as the control variable. The state transition and the control sequence are given by

$$
x_{t+1} = Ax_t + Bu_t + v_t,
$$
$$
u_t = -Fx_t + w_t,
$$
where $v_t$ and $w_t$ represent possible Gaussian white noise, and the initial state is given by $x_0$. The goal is to find the control parameter matrix $F$ such that the expected total cost is minimized. The usual cost function of LQR corresponds to the negative reward in our setting and we impose an additional quadratic constraint on the system. The overall optimization problem is given by

$$
\text{minimize } J(F) = \mathbb{E} \left[ \sum_{t \geq 0} x_t^\top Q_1 x_t + u_t^\top R_1 u_t \right],
$$
subject to $D(F) = \mathbb{E} \left[ \sum_{t \geq 0} x_t^\top Q_2 x_t + u_t^\top R_2 u_t \right] \leq D_0$,

where $Q_1, Q_2, R_1, R_2$ are positive definite matrices. Note that even thought the matrices are positive definite, both the objective function $J$ and the constraint $D$ are nonconvex with respect to the parameter $F$. Furthermore, with the additional constraint, the optimal control sequence may no longer be linear in the state $x_t$. Nevertheless, in this work, we still consider linear control given by (5.14) and the goal is to find the best linear control for this constrained LQR problem. We assume that the choice of $A, B$ are such that the optimal cost is finite.

**Random initial state.** We first consider the setting where the initial state $x_0 \sim \mathcal{D}$ follows a random distribution $\mathcal{D}$, while both the state transition and the control sequence (5.14) are deterministic (i.e. $v_t = w_t = 0$). In this random initial state setting, [105] showed that without the constraint, the policy gradient method converges efficiently to the global optima in polynomial time. In the constrained case, we can explicitly write down the objective and constraint function, since the only randomness comes from the initial state. Therefore, we
have the state dynamic \( x_{t+1} = (A - BF)x_t \) and the objective function has the following expression ([105], Lemma 1)

\[
J(F) = \mathbb{E}_{x_0 \sim \mathcal{D}}[x_0^\top P_F x_0],
\] (5.15)

where \( P_F \) is the solution to the following equation

\[
P_F = Q_1 + F^\top R_1 F + (A - BF)^\top P_F (A - BF).
\] (5.16)

The gradient is given by

\[
\nabla_F J(F) = 2 \left( (R_1 + B^\top P_F B) F - B^\top P_F A \right) \cdot \left[ \mathbb{E}_{x_0 \sim \mathcal{D}} \sum_{t=0}^{\infty} x_t x_t^\top \right].
\] (5.17)

Let \( S_F = \sum_{t=0}^{\infty} x_t x_t^\top \) and observe that

\[
S_F = x_0 x_0^\top + (A - BF) S_F (A - BF)^\top.
\] (5.18)

We start from some \( F_0 \) and apply our Algorithm 5 to solve the constrained LQR problem. In iteration \( k \), with the current estimator denoted by \( F_k \), we first obtain an estimator of \( P_{F_k} \) by starting from \( Q_1 \) and iteratively applying the recursion \( P_{F_k} \leftarrow Q_1 + F_k^\top R_1 F_k + (A - BF_k)^\top P_{F_k} (A - BF_k) \) until convergence. Next, we sample an \( x_0^* \) from the distribution \( \mathcal{D} \) and follow a similar recursion given by (5.18) to obtain an estimate of \( S_{F_k} \). Plugging the sample \( x_0^* \) and the estimates of \( P_{F_k} \) and \( S_{F_k} \) into (5.15) and (5.17), we obtain the sample reward value \( J^*(F_k) \) and \( \nabla_F J^*(F_k) \), respectively. With these two values, we follow (5.5) and (5.8) and obtain \( \overline{J}^{(k)}(F) \). We apply the same procedure to the cost function \( D(F) \) with \( Q_1, R_1 \) replaced by \( Q_2, R_2 \) to obtain \( \overline{D}^{(k)}(F) \). Finally we solve the optimization problem (5.7) (or (5.9) if (5.7) is infeasible) and obtain \( F_{k+1} \) by (5.10).

**Random state transition and control.** We then consider the setting where both \( v_t \) and \( w_t \) are independent standard Gaussian white noise. In this case, the state dynamic can be
written as \( x_{t+1} = (A - BF)x_t + \epsilon_t \) where \( \epsilon_t \sim \mathcal{N}(0, I + BB^\top) \). Let \( P_F \) be defined as in (5.16) and \( S_F \) be the solution to the following Lyapunov equation

\[
S_F = I + BB^\top + (A - BF)S_F(A - BF)^\top.
\]

The objective function has the following expression ([341], Proposition 3.1)

\[
J(F) = \mathbb{E}_{x \sim \mathcal{N}(0, S_F)}[x^\top (Q_1 + F^\top R_1 F)x] + \text{tr}(R_1), \tag{5.19}
\]

and the gradient is given by

\[
\nabla_F J(F) = 2\left((R_1 + B^\top P_FB)F - B^\top P_FA\right) \cdot \mathbb{E}_{x \sim \mathcal{N}(0, S_F)}[xx^\top]. \tag{5.20}
\]

Although in this setting it is straightforward to calculate the expectation in a closed form, we keep the current expectation form to be in line with our algorithm. Moreover, when the error distribution is more complicated or unknown, we can no longer calculate the closed form expression and have to sample in each iteration. With the formulas given by (5.19) and (5.20), we again apply our Algorithm 5. We sample \( x \sim \mathcal{N}(0, S_F) \) in each iteration and solve the optimization problem (5.7) or (5.9). The whole procedure is similar to the random initial state case described above.

### 5.5.2 Constrained Parallel Markov Decision Process

We consider the parallel MDP problem [187, 229, 73] where we have a single-agent MDP task and \( N \) workers, where each worker acts as an individual agent and aims to solve the same MDP problem. In the parallel MDP setting, each agent is characterized by a tuple \((\mathcal{S}, \mathcal{A}, P, \gamma, r^i, d^i, \mu^i)\), where each agent has the same but individual state space, action space, transition probability distribution, and the discount factor. However, the reward function, cost function, and the distribution of the initial state \( s_0 \in \mathcal{S} \) could be different for each
agent, but satisfy $\mathbb{E}[r^i(s,a)] = r(s,a)$, $\mathbb{E}[d^i(s,a)] = d(s,a)$, and $\mathbb{E}[\mu^i(s,a)] = \mu(s,a)$. Each agent $i$ generates its own trajectory $\{s_0^i, a_0^i, s_1^i, a_1^i, \ldots\}$ and collects its own reward/cost value $\{r_0^i, d_0^i, r_1^i, d_1^i, \ldots\}$.

The hope is that by solving the single-agent problem using $N$ agents in parallel, the algorithm could be more stable and converge much faster [222]. Intuitively, each agent $i$ may have a different initial state and will explore different parts of the state space due to the randomness in the state transition distribution and the policy. It also helps to reduce the correlation between agents’ behaviors. As a result, by running multiple agents in parallel, we are more likely to visit different parts of the environment and get the experience of the reward/cost function values more efficiently. This mimics the strategy used in tree-based supervised learning algorithms [45, 143, 142].

Following the settings in [73], we have $N$ agents (i.e., $N$ workers) and one central controller in the system. The global parameter is denoted by $\theta$, and we consider the constrained parallel MDP problem where the goal is to solve the following optimization problem:

$$\min_{\theta} J(\theta) = \sum_{i=1}^{N} \mathbb{E}_{\pi_\theta} \left[ - \sum_{t \geq 0} \gamma^t \cdot r^i(s_t^i, a_t^i) \right],$$

subject to $D(\theta) = \mathbb{E}_{\pi_\theta} \left[ \sum_{t \geq 0} \gamma^t \cdot d^i(s_t^i, a_t^i) \right] \leq D_0, \quad i \in \mathcal{N}$.

During the estimation step, the controller broadcasts the current parameter $\theta_k$ to each agent and each agent samples its own trajectory and obtains estimators for function value/gradient of the reward/cost function. Next, each agent uploads its estimators to the central controller and the central controller takes the average over these estimators, and then follow our proposed algorithm to solve for the QCQP problem and update the parameter to $\theta_{k+1}$. This process continues until convergence.
5.5.3 Constrained Multi-agent Markov Decision Process

A natural extension of the (single-agent) MDP is to consider a model with $N$ agents termed multi-agent Markov decision process (MMDP). Recently this kind of problem has been attracting more and more attention. See [51] for a comprehensive survey. Most of the work on multi-agent MDP problems consider the setting where the agents share the same global state space, but each with their own collection of actions and rewards [42, 318, 363]. In each stage of the system, each agent observes the global state and chooses its own action individually. As a result, each agent receives its reward and the state evolves according to the joint transition distribution. An MMDP problem can be fully collaborative where all the agents have the same goal, or fully competitive where the problem consists of two agents with an opposite goal, or the mix of the two.

Here we consider a slightly different setting where each agent has its own state space. The only connection between the agents is that the global reward is a function of the overall states and actions. Furthermore, each agent has its own constraint which depends on its own state and action only. This problem is known as Transition-Independent Multi-agent MDP and is considered in [265]. Specifically, each agent’s task is characterized by a tuple $(S^i, A^i, P^i, \gamma^i, d^i, \mu^i)$ with each component defined as usual. Note that $P^i: S^i \times A^i \rightarrow \mathcal{P}(S^i)$ and $d^i: S^i \times A^i \rightarrow \mathbb{R}$ are functions of each agent’s state and action only and do not depend on other agents. Denote $S = \Pi_{i \in \mathcal{N}} S^i$ and $A = \Pi_{i \in \mathcal{N}} A^i$ as the joint state space and action space. The global reward function is given by $r: S \times A \rightarrow \mathbb{R}$ that depends on the joint state and action. Here we consider the fully collaborative setting where all the agents have the same goal. Under this setting, the policy set of each agent is parameterized as $\{\pi^i_\theta: S^i \rightarrow \mathcal{P}(A^i)\}$ and we denote $\theta = [\theta^1, \ldots, \theta^N]$ as the overall parameters and $\pi_\theta$ as the overall policy. In the following, we use $\mathcal{N} = \{1, 2, \ldots, N\}$ to denote the $N$ agents. Denote $a^i_t$ as the action chosen by agent $i$ at stage $t$ and $a_t = \Pi_{i \in \mathcal{N}} a^i_t$ as the joint action chosen by all the agents. The goal
of this constrained MMDP is to solve the following problem

\[
\minimize_{\theta} \quad J(\theta) = \mathbb{E}_{\pi_\theta} \left[ -\sum_{t \geq 0} \gamma^t \cdot r(s_t, a_t) \right],
\]

subject to \( D_i(\theta) = \mathbb{E}_{\pi_\theta} \left[ \sum_{t \geq 0} \gamma^t \cdot d^i(s_t, a_t) \right] \leq D^i_0, \ i \in \mathcal{N}. \) (5.21)

Inspired by the parallel implementation ([207], Section V), our algorithm applies naturally to constrained MMDP problem with some modifications. This modified procedure can also be viewed as a distributed version of the original algorithm. The overall problem (5.21) can be viewed as a large “single-agent” problem where the constraints are decomposable into \( N \) parts. In this case, instead of solving a large QCQP problem in each iteration, each agent could solve its own QCQP problem in a distributed manner which is much more efficient. As before, we denote the sample negative reward and cost function as

\[
J^*(\theta) = -\sum_{t \geq 0} \gamma^t \cdot r(s_t, a_t) \quad \text{and} \quad D^{i,*}(\theta^i) = \sum_{t \geq 0} \gamma^t \cdot d^i(s_t, a_t).
\]

In each iteration with \( \theta_k = [\theta^1_k, ..., \theta^N_k] \), we approximate \( J(\theta) \) and \( D(\theta) \) as

\[
\tilde{J}^i(\theta^i, \theta_k, \tau) = \frac{1}{N} J^*(\theta_k) + \langle \nabla_{\theta^i} J^*(\theta_k), \theta^i - \theta^i_k \rangle + \tau \| \theta^i - \theta^i_k \|_2^2,
\]

\[
\tilde{D}^i(\theta^i, \theta_k, \tau) = D^{i,*}(\theta^i_k) + \langle \nabla_{\theta^i} D^{i,*}(\theta^i_k), \theta^i - \theta^i_k \rangle + \tau \| \theta^i - \theta^i_k \|_2^2.
\]

Note that the constraint function is naturally decomposable into \( N \) parts. We also “manually” split the objective function into \( N \) parts, so that each agent could solve its own QCQP problem in a distributed manner. As before, we define

\[
\mathcal{J}^{i,(k)}(\theta^i) = (1 - \rho_k) \cdot \mathcal{J}^{i,(k-1)}(\theta^i) + \rho_k \cdot \tilde{J}^i(\theta^i, \theta_k, \tau),
\]

\[
\mathcal{D}^{i,(k)}(\theta^i) = (1 - \rho_k) \cdot \mathcal{D}^{i,(k-1)}(\theta^i) + \rho_k \cdot \tilde{D}^i(\theta^i, \theta_k, \tau).
\]
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With this surrogate functions, each agent then solves its own convex relaxation problem

\[ \overline{\theta}_k^i = \arg\min_{\theta^i} \mathcal{J}^{i,(k)}(\theta^i) \quad \text{subject to} \quad \overline{D}^{i,(k)}(\theta^i) \leq D_0^i, \quad (5.22) \]

or, alternatively, solves for the feasibility problem if (5.22) is infeasible

\[ \overline{\theta}_k^i = \arg\min_{\theta^i, \alpha^i} \alpha^i \quad \text{subject to} \quad \overline{D}^{i,(k)}(\theta^i) \leq D_0^i + \alpha^i. \]

This step can be implemented in a distributed manner for each agent and is more efficient than solving the overall problem with the overall parameter \( \theta \). Finally, the update rule for each agent \( i \) is as usual

\[ \theta_{i+1}^k = (1 - \eta_k) \cdot \theta_k^i + \eta_k \cdot \overline{\theta}_k^i. \]

This process continues until convergence.

### 5.6 Experiment

We verify the effectiveness of the proposed algorithm through experiments. We focus on the LQR setting with a random initial state as discussed in Section 5.5.1. In this experiment we set \( x \in \mathbb{R}^{15} \) and \( u \in \mathbb{R}^8 \). The initial state distribution is uniform on the unit cube: \( x_0 \sim D = \text{Uniform}([-1, 1]^{15}) \). Each element of \( A \) and \( B \) is sampled independently from the standard normal distribution and scaled such that the eigenvalues of \( A \) are within the range \((-1, 1)\). We initialize \( F_0 \) as an all-zero matrix, and the choice of the constraint function and the value \( D_0 \) are such that (1) the constrained problem is feasible; (2) the solution of the unconstrained problem does not satisfy the constraint, i.e., the problem is not trivial; (3) the initial value \( F_0 \) is not feasible. The learning rates are set as \( \eta_k = \frac{2}{3}k^{-3/4} \) and \( \rho_k = \frac{2}{3}k^{-2/3} \). The conservative choice of step size is to avoid the situation where an eigenvalue of \( A - BF \) runs out of the range \((-1, 1)\), and so the system is stable. \(^1\)

\(^1\) The code is available at https://github.com/ming93/Safe_reinforcement_learning
Table 5.1: Comparison of our method with Lagrangian method

Table 5.1 reports the comparison results with mean and standard deviation based on 50 replicates. In the second and third columns, we compare the minimum objective value and the number of iterations to achieve it. We also consider an approximate version, where we are satisfied with the result if the objective value exceeds less than 0.02% of the minimum value. The fourth and fifth columns show the comparison results for this approximate version. We can see that both methods achieve similar minimum objective values, but ours requires less number of policy updates, for both minimum and approximate minimum version.
Figure 5.1: An experiment on constrained LQR problem. The iterate starts from an infeasible point and then becomes feasible and eventually converges.
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