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Nucleic acids perform many functions essential for life, and
exhibit a correspondingly diverse array of structures. This
article provides an overview of nucleic acid structure, as
well as the forces that govern its formation. The current state
of knowledge of nucleic acid thermodynamics is discussed,
as well as techniques for predicting and designing structures
of interest. Experimental methods used to determine the
structure of nucleic acids and the thermodynamics of their
reactions are also surveyed.

Update based on original article by Charles C. Hardin and Andrea F.
Moon Encyclopedia of Analytical Chemistry,  2000, John Wiley &
Sons Ltd.

1 INTRODUCTION

Two related nucleic acids, DNA and RNA, are respon-
sible for a host of processes that are essential to cellular
life. DNA’s role as the storehouse of genetic information
has been known for decades, but details of the process by
which that information is read out continue to emerge.
RNA, long thought to be either a passive messenger or an
inert structural adapter between DNA and protein, turns
out to have many functions. RNA is involved in genetic
regulation, immune responses, and even catalyzes (alone
or with protein cofactors) many vital chemical reactions.
Most of these functions require nucleic acids to fold into
specific three-dimensional structures. Concomitant with
our growing recognition of the diverse functions of natural
nucleic acids has been an explosion of interest in designing
new RNA and DNA molecules to carry out therapeutic
and diagnostic roles. Understanding the structural capa-
bilities of nucleic acids, as well as the energetics of their
interactions, is essential as we seek to comprehend their
diverse roles and capabilities.

2 STRUCTURAL ORGANIZATION

To begin, we examine the structural organization
of nucleic acids in increasing order of scale and
complexity from one-dimensional polymer chains to
three-dimensional active biomolecules.

2.1 Primary Structure: Nucleic Acid Polymers

The monomer building blocks of RNA and DNA are
called nucleotides (Figure 1), and consist of three parts:
a five-carbon β-D-furanose sugar, a phosphate group,
and a semiaromatic nitrogenous base, or nucleobase.
Nucleotides are linked into polymers through phospho-
diester bonds to the 3′ and 5′ carbon atoms of the sugars.
In the cell, nucleic acid polymers are synthesized in the 5′
to 3′ direction; this process is carried out by polymerase
enzymes and powered by hydrolysis of nucleotide triphos-
phates. Chemical synthesis of oligonucleotides typically
proceeds in the opposite direction (3′ to 5′) utilizing
nucleoside phosphoramidite monomers.

Ribose is the sugar for RNA, 2′-deoxyribose for DNA.
Although often drawn as planar, the sugar ring is in
fact puckered, with (typically) one carbon displaced
∼50 pm out of the ring plane. The C2′-endo and C3′-
endo configurations are in equilibrium for single-stranded
nucleic acids, but the C2′-endo pucker is energetically
preferred for (B-form) duplex DNA under physiological
buffer conditions. The 2′ hydroxyl group present in RNA
produces a steric clash in the C2′-endo configuration, so
C3′-endo predominates for double-stranded RNA.
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Figure 1 Components of a chain of ribonucleotides, with atom
numbering. All hydrogens are drawn for the first nucleotide,
only functional hydrogens for the others. By convention, nucleic
acid polymers sequences are listed from 5′ to 3′: the notation
AGUC represents this sequence containing the bases adenine,
guanine, uracil, and cytosine. A DNA polynucleotide would
have the sugars’ 2′ OH groups replaced by hydrogens and
uracil replaced by thymine (5-methyl-uracil). (Reproduced from
Ref. 1.  Springer-Verlag, 1984.)

In addition to its conformational effect, the 2′ hydroxyl
of RNA is chemically active as well. The most common
degradation pathway for RNA is base- or metal-catalyzed
hydrolytic backbone scission, wherein the 2′ oxygen
attacks the adjacent 3′-linked phosphorus and breaks
the phosphodiester linkage to the next nucleotide in the
chain. Many ribozymes make use of the lability of the 2′
hyrdoxyl group to carry out their reactions as well. The
2′ position in DNA sugars is unreactive, which makes
DNA much more chemically stable. The difference in
reactivity between DNA and RNA makes sense given
their different functions. DNA is the archive of genetic
material, and should therefore be more stable than RNA,
whose turnover allows the cell to respond to changing
conditions.

The pKa of the phosphates in nucleic acid polymers is
near 1, so they are negatively charged at physiological
pH. The nitrogenous bases are uncharged at these pH
values. Nucleic acids are thus highly charged molecules
and would not fold or form base pairs in the absence
of neutralizing ions from the surrounding solution. The
effect of cations on the thermodynamics of folding is
discussed in Section 3.4.

In recent years, great interest has developed around
the possibility of using nucleic acids as programmable
therapeutics, either by taking advantage of natural genetic
regulation pathways such as RNA interference(2) and
antisense(3) or as targeting devices for other molecules.
One of the primary challenges for these approaches is
delivering nucleic acids into cells, as their large negative
charge prevents them from crossing cell membranes.
Nucleic acid analogs with uncharged backbones have
been developed to address this, and promising results
have been achieved with both methyl phosphonate and
morpholine backbones,(4) as well with peptide nucleic
acids (PNAs, see PNA and Its Applications).

In contrast to proteins, which are built of 20 amino
acids with diverse chemical properties, nucleic acids
perform their vital functions with only five nitrogenous
bases. The bases, shown in Figure 2, are of two types.
Adenine and guanine are members of the bicyclic class
of molecules called purines. Cytosine, thymine, and uracil
are pyrimidines; thymine is found in DNA and uracil in
RNA. Both purines and pyrimidines are planar, feature
partially π-delocalized electrons, and contain ionizable
heteroatoms. In acidic solution, the imine nitrogens of
adenine (pKa ∼ 3.5) and cytosine (pKa ∼ 4.2) can be
protonated, giving the bases a positive charge. At high pH
values, guanine, uracil, and thymine can be deprotonated
(pKa 9.2–9.7), resulting in a negative charge on the base.
At neutral pH, which is the physiological case for most
organisms, the bases are therefore largely uncharged.
Each of the bases has the ability to both accept and
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Figure 2 Watson–Crick pairing of DNA nucleobases. A·T
pairs form two hydrogen bonds and G·C pairs form three; both
pairs have the same distance between the C1′ sugar atoms
(marked as R). When stacked with other pairs, the bases are
exposed to solvent on two sides, the major and minor grooves.
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donate hydrogen bonds, and this plays a key role in
determining the equilibrium structure of a nucleic acid,
as discussed below.

In addition to the canonical bases, a number of modified
bases are employed by the cell for specific roles, including
pseudouridine (found in tRNA), dihydrouridine (tRNA
and rRNA), and methylated bases such as 5-methyl-
cytidine and 7-methylguanosine, as well as many others.
Chemists have also developed numerous synthetic base
analogs in order to elucidate biological processes or alter
them in various ways.(5)

The sequence of bases in a DNA or RNA molecule is
referred to as its primary structure, and contains the
information needed for the molecule to perform its
biological function, whether that is coding for a protein,
binding to a target, or catalyzing a chemical reaction.
Many of these functions also require nucleic acids to adopt
a specific three-dimensional structure. In the following
sections, we describe common nucleic acid structures and
the forces that give rise to them.

2.2 Secondary Structure: Base Pairing

The most common structure adopted by nucleic acids
is the base-paired duplex. In this structure, pairs of
nucleotides align such that their nucleobases are coplanar
and complementary hydrogen bond donors and acceptors
are aligned (Figure 2). This process is called hybridization.
Guanine and cytosine form three hydrogen bonds when
paired, while adenine forms only two with either thymine
(in DNA) or uracil (in RNA). These are the canonical,
or Watson–Crick, base pairs. Stacking adjacent base
pairs upon each other produces the familiar double helix
structure (Figure 3), in which the two strands (or two
regions of the same strand) spiral around one another in
an antiparallel configuration with the charged phosphates
on the outside and the bases in the interior. As each
contains one purine and one pyrimidine nucleobase, G·C
and A·T/U pairs are roughly the same size, which allows
the duplex to accommodate arbitrary sequences provided
that they are complementary.

In physiological solutions, double-stranded DNA
adopts the configuration shown in Figure 3a, which is
known as B-form. In this configuration, the bases are
stacked with their faces perpendicular to the helix axis
and an average spacing of 0.33 nm per nucleotide. Each
pair is offset by an average of 36°, resulting in a helix
with a pitch of 10 base pairs (bps) and a width of 2.0 nm.
As discussed above, the sugars in a B-form helix largely
adopt the 2′-endo configuration. The bases are exposed to
the outside environment on two sides (Figure 2), which
appear as grooves in space-filling structural representa-
tions. One groove (the minor groove) is largely occluded
by the sugar–phosphate backbone, while the other (the

(b)(a)

(c)

Figure 3 Common nucleic acid double helices: (a) B-form
DNA: bases perpendicular to helical axis, wide major groove,
narrow minor groove. (b) A-form DNA: bases inclined at 19°

to the helical axis, narrow major groove, wide minor groove.
(c) Z-DNA: left-handed spiral, two base nucleotide repeating
units inclined opposite to the A-form. (Reproduced from Ref. 6.
 Springer-Verlag, 1984.)

major groove) is much wider and thus more accessible for
binding by enzymes and other recognition molecules. The
major groove also has higher information content than
the minor groove: reversal of a pair (A·T vs T·A or G·C
vs C·G) produces the opposite pattern of hydrogen bond
donors and acceptors in the major groove while leaving
the minor groove pattern unchanged. As a result, most
DNA-binding molecules that recognize specific sequences
bind in the major groove.

The 3′ hydroxyl of RNA is too bulky to comfortably
fit into a B-form duplex, which forces double-stranded
RNA and DNA–RNA hybrid duplexes into an alternate
geometry called A-form (Figure 3b). The A-form helix
is wider (2.6 nm) and shorter (0.23 nm bp−1) than the B-
form, and the pitch differs as well, at 10.7 bp per helical
turn. In contrast to the perpendicular stacking of the B-
form duplex, A-form bases are tilted 19° with respect to
the axis of the helix. The relative widths of the two grooves
are reversed in A-form helices: the major groove is narrow
and deep and the minor groove is wide and shallow.

In addition to A- and B-form helices, a wide variety
of other geometries are also possible and can occur
under special circumstances. One example is Z-DNA
(Figure 3c), which forms in regions of torsional stress or
at very high salt concentrations. In contrast to the right-
handed A- and B-form helices, Z-DNA is left-handed
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and consists of pairs of base pairs that zigzag about the
helical axis. The helix is 1.8 nm wide with a pitch of 12 bp
over 4.56 nm. The bases are tilted 10° in the opposite
direction relative to the A-form and the grooves are
roughly equal in width.

Except for short sections undergoing replication or
transcription, natural DNA molecules are almost entirely
double-stranded helical duplexes, in keeping with their
role of information storage. RNA, by contrast, adopts a
diverse and complex array of structures. Synthetic DNA
molecules are also often engineered to adopt specific
structures. The secondary structure of a nucleic acid is
defined by its base pairing. Mathematically, for a mole-
cule with N nucleotides, the secondary structure is defined
as the ordered list of base pairs (i·j) between nucleotides
i and j such that i < j . This divides a structure into
a collection of nonoverlapping base-paired helices and
unpaired loops, bulges, and junctions, as illustrated in
Figure 4. As is discussed in Section 3, secondary structure
dominates the thermodynamics of RNA folding and is
also the most amenable to prediction and systematization.

The most common secondary structure motif is the
stem loop (also called a hairpin loop), in which a nucleic
acid strand folds back on itself to produce a helical
duplex with an unpaired loop at one end. If an unpaired
region is flanked by two paired regions, it is referred
to as either an internal loop or a bulge, depending on
whether unpaired bases are present in both strands or
just one. Regions where more than two helices meet are
called junctions. Depending on the number and identity
of unpaired bases between helices, junctions can either
be minimally structured or highly constrained; ribozyme
active sites (see Structural Analysis of Ribozymes) and
ligand binding pockets (see Aptamers) are often located
in junction regions as their flexibility allows for a diverse
variety of chemical microenvironments.

2.3 Tertiary Structure

The tertiary structure of a nucleic acid is formed by the
interaction of secondary structure elements, including

unpaired bases, and is responsible for its final three-
dimensional form. RNA tertiary structure is discussed in
detail in its own article (see RNA Tertiary Structure), but
a few general principles and common structures are listed
here.

Many tertiary structures form as a result of pairing
between single-stranded regions (such as loops and
bulges) of secondary structure. These interactions, such
as the kissing loops shown in Figure 5, can bring together
sections of a molecule that are quite distant in terms of
sequence and thus contribute to formation of compact
three-dimensional folds. Another important tertiary
motif is the tetraloop–receptor interaction (Figure 6),
in which the unpaired bases of a stem loop bind

Figure 5 Kissing loops form when the unpaired bases of two
hairpin stem-loops are complementary. The helix formed by
pairing of these bases is often stacked with one or both of
the stems. Factors determining kissing-loop stability include the
number and identity of the pairing bases as well as the flexibility
of the loops and the sequence (if there is one) that links the two
hairpins.
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Together, the two tertiary interactions fold the sequence into a compact shape. (Reproduced from Ref. 7.  American Association
for the Advancement of Science, 1996.)

to specific sequences within a paired duplex. Two
helices can also interact either by stacking coaxially
to maximize hydrophobic interactions (Section 3.1) or
through alignment of the wide, shallow minor grooves
present in the A-form duplex.

For the most part, the interactions that govern tertiary
structure formation involve small numbers of bases (due
to the rigidity of secondary structure helices), and require
the presence of multivalent metal cations in specific
locations to neutralize the electrostatic repulsion of the
phosphate backbone. One tertiary motif that breaks both
these rules is the pseudoknot motif (Figure 7), in which an
unpaired region pairs to the terminal loop of a stem-loop
structure.(8) If the loop is large and the unpaired region
is relatively unconstrained (it must wrap around the loop
bases, which are topologically fixed(9)), large numbers
of base pairs can potentially be formed, resulting in a
structure that is quite stable. Pseudoknots have been
implicated in a variety of biological roles, including both
catalysis and gene regulation.(10)

2.4 Other Structural Forms

Nucleic acids can form structures that do not easily fit
into the secondary/tertiary classification scheme. These
structures often feature non-canonical base pairing and
usually consist of specific sequences that fulfill specific
biological functions, as discussed in DNA Structures of
Biological Relevance, Studies of Unusual Sequences. One
example of this is the DNA triple helix formation, in
which purine bases form hydrogen bonds not only on the
Watson–Crick face but also on the side that normally
faces the major groove. This is known as Hoogsteen
pairing, and is illustrated in Figure 8. Note that one of the

cytosine bases in the C+·G·C triplet is protonated – the
high density of negatively charged phosphates in triplex
DNA raises the pKa sufficiently to allow protonation at
neutral pH. Methylation of dC also stabilizes the proto-
nated form. Formation of triplex structures requires long
runs of purines and pyrimidines, enabling their prediction
via sequence analysis. Individual RNA base triples also
sometimes form as part of loop–helix tertiary contacts.

DNA and RNA can also form four-stranded struc-
tures. One common motif is the G-quadruplex (or
G-quartet), which is pictured in Figure 9. This occurs
when four guanine bases form a closed square that is stabi-
lized by both Watson–Crick and Hoogsteen hydrogen
bonding.(13) Multiple squares can stack upon each other
to create an extremely stable structure. Quadruplexes
require G-rich sequences, and are particularly common
in the telomere region of chromosomes, as well as tran-
scription promoters and regulatory RNA sequences.(14)

Four-stranded complexes consisting of two intercalated
DNA duplexes also exist, and are known as i-motif DNA.
RNA rarely forms these structures, as the 2′ hydroxyl
group is too bulky to fit comfortably within their compact
geometry. Just as in the triplex case, quadruplex-forming
sequences contain characteristic sequence patterns that
can often be identified using software searches.

3 ENERGETICS

The division between secondary and tertiary structure
may seem arbitrary, but it, in fact, reflects a deep truth
about nucleic acid folding. Unlike proteins, nucleic acids
fold in a largely hierarchical manner.(16) Most of the free
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of Wiley-Liss, Inc., a division of John Wiley & Sons, Inc., and Reproduced from Ref. 11  Wiley Periodicals, Inc., 1995.)

energy gained by folding comes from forming secondary
structures, with tertiary interactions providing (despite
their biological importance) a much smaller contribu-
tion. Secondary structure elements from large molecules
are usually stable as isolated sequences, implying that
their energies are largely context independent, again
in contrast to protein structures. In other words, one
can measure or compute the folding thermodynamics
of a secondary structure motif and reasonably expect
that the result will still be relevant in the context of a
larger molecule. Experimental and theoretical evidence
also indicates that the nucleic acid secondary/tertiary
structural hierarchy extends beyond thermodynamics to
folding kinetics, with secondary structure forming first

and helping to dictate which tertiary contacts occur.(17)

Finally, secondary structure thermodynamics has been
extensively measured and semiempirical models devel-
oped that allow prediction of the energy and likely
structures formed by an arbitrary sequence. This section
discusses what is known about the thermodynamics of
nucleic acid folding at both levels of organization, as well
as the forces governing them.

3.1 Secondary Structure

As discussed above, the secondary structure of a
nucleic acid is defined by its base pairing. A common
misconception is that the main driving force for formation
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of base-paired helices is the formation of hydrogen bonds
between complementary bases. The pattern of H-bond
donors and acceptors on the bases is a major factor in
controlling the specificity of pairing, but it is only one (and
not the dominant one) of several forces that determine
the equilibrium between the folded and unfolded states.

Just as for their better-studied protein cousins,
nucleic acid folding reflects a struggle between powerful
stabilizing and destabilizing forces. These forces have
been studied extensively, and several good reviews
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d(G4C4). (Reproduced from Ref. 13. Copyright  1995 John
Wiley & Sons, Inc., reprinted by permission of John Wiley
& Sons, Inc., and reproduced from Ref. 15.  American
Association for the Advancement of Science, 1990.)

are available.(18,19) The chief contributors are listed in
Table 1, along with whether they tend to favor the folded
or unfolded state.

The most important interaction favoring formation
of paired helices is the stacking interaction between
the nucleobases. Each of the nucleobases contains a
planar six-membered ring with at least partial aromatic
character. In the paired helix, the bases are in face-
to-face contact with their neighbors, which allows the
π-delocalized electrons to interact via attractive van der
Waals forces. Each of the nucleobases contains elec-
tric dipoles due to the exocyclic amine and carbonyl
oxygens. These permanent dipoles induce complemen-
tary dipole moments in the π-systems of the neighboring

Table 1 Forces governing nucleic acid hybridization

Interaction Enthalpy Entropy

Base stacking Strongly stabilizing
Conformational rigidity Strongly destabilizing
Electrostatic repulsion Strongly destabilizing
Watson–Crick H-bonding Stabilizing Weakly destabilizing
Solvation Destabilizing Stabilizing
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bases that results in an attractive force. Additional
attraction comes from the London dispersion forces
(induced dipole–induced dipole interactions) produced
by coupling of electronic fluctuations in the π-systems
of neighboring bases. Both of these effects are distinct
from the classical hydrophobic effect associated with
protein folding; nucleobases, while aromatic, are solvated
by water much more readily than hydrophobic amino
acid residues. Solvent-associated hydrophobic folding
is entropically driven and enthalpically opposed; by
contrast, nucleic acid base stacking is strongly enthalpi-
cally favored, with only minor changes in entropy.

Two forces strongly oppose hybridization: the electro-
static repulsion between the phosphate backbones of
two strands and the loss of conformational freedom
upon folding. Nucleic acids are extremely negatively
charged. Hybridization into a duplex brings the backbone
phosphates close together (1.8–2.6 nm, Section 2.2) and
thus must overcome the electrostatic repulsion between
the strands. In physiological solutions, dissolved cations
partially neutralize the negative charges and allow two
strands to get close enough to each other for shorter range
attractive interactions to take effect. Folding thermody-
namics is therefore sensitive to salt concentration (and
species); this is discussed in Section 3.4.2.

Hybridization also results in significant loss of confor-
mational freedom, particularly for the sugar–phosphate
backbone, which must contort into a rigid helix from a
flexible chain. The nucleobases are also constrained to
adopt the syn conformation relative to the sugars. NMR
(nuclear magnetic resonance) and X-ray data suggest that
constraining the angles of the six backbone and one glyco-
sidic bonds for each of two nucleotides should result in
an entropy loss of 22 J (K·mol)−1 per base pair added
to an existing duplex. This accounts for a major part
of the experimentally measured unfavorable entropy of
hybridization for nucleic acids (Table 2). Formation of
hairpin and internal loops is entropically disfavored for
the same reason. When two nucleic acids hybridize into
a single duplex, a small amount of entropy is also lost
because of the decrease in the translational entropy of
the system.

Formation of Watson–Crick hydrogen bonds between
the paired bases provides an enthalpic boost for
hybridization, as well as a small entropic penalty from
fixing the rotational angle of the exocyclic amines. Several
methods have been used to dissect the contribution
of H-bonding from the overall thermodynamics of
hybridization. Substituting guanine with inosine, which
is chemically identical but for one fewer H-bond donor
group less, in a G·C pair suggests a marginal enthalpy
gain of up to 1.5 kcal mol−1 per hydrogen bond formed.
This is likely an overestimate, as H-bond formation is a
cooperative process. Comparing the stability gain from
adding a single base pair to a helix to that of stacking the
bases separately (with no partner) results in much smaller,
sequence-dependent enthalpy gains from H-bonding, on
the order of 0.2–0.5 kcal mol−1 per bond. In either case,
base stacking provides significantly more stabilization
than hydrogen bonding, as can be seen from Table 2.

One of the reasons that hydrogen bonding plays a rela-
tively small role in stabilizing hybridization is that water
readily solvates both single-stranded and paired nucleic
acids. Forming Watson–Crick hydrogen bonds between
bases requires breaking H-bonds between the bases and
water. This is enthalpically unfavorable, but entropically
positive in that the water molecules are freed to circulate
in solution. The major and minor grooves of the duplex are
also unique environments for hydration. Understanding
the role of solvation is one of the main challenges for
first-principles calculation of nucleic acid energetics.

Despite this, a remarkably successful semiempirical
framework has been developed for predicting the folding
thermodynamics of nucleic acid secondary structure. The
importance of base stacking for stability requires that
any accurate model cannot consider individual bases in
isolation but must also take into account the identity
and folding state of nearby bases. (Well-known melting
temperature formulas based on GC content are only
accurate for long molecules with large numbers of every
base combination.) Remarkably, it is possible to construct
an accurate model of both RNA and DNA secondary
structure in which the free energy of pairing for a pair
of bases depends only on the identity of the pair and
the pairs on either side.(20) Unpaired regions (loops,

Table 2 Nearest-neighbor parameters for base pairing of RNA duplexes, including free energy change at 37 °C. Sequences are
presented as 5′-XY-3′ for the top row paired to 3′-ZW-5′ on the bottom. For comparison, the free energy penalty for forming a
hairpin, internal, or bulge loop at 37 °C is 4–6 kcal mol−1 minus the free energy of forming the closing base pair. Data from Xia
et al.(22)

Sequence GC GG CG GA GU CA CU UA AU AA
CG CC GC CU CA GU GA AU UA UU

�H ° (kcal mol−1) −14.9 −13.4 −10.6 −12.4 −11.4 −10.4 −10.5 −7.7 −9.4 −6.8
�S° (cal (mol·K)−1) −36.9 −32.7 −26.7 −32.5 −29.5 −26.9 −27.1 −20.5 −26.7 −19.0
�G°

37 (kcal mol−1) −3.42 −3.26 −2.36 −2.35 −2.24 −2.11 −2.08 −1.33 −1.10 −0.93
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Figure 10 Folding free energy calculation for a 33 nt RNA
hairpin at 37 °C. Favorable free energies for forming each
nearest-neighbor pair stabilize hairpin formation, whereas
unfavorable entropy losses from closing internal and hairpin
loops destabilize folding. Thermodynamic parameters from
MFOLD.(27)

bulges, and junctions) provide size-dependent additive
entropic penalties, as does association of a duplex. It is
thus possible to calculate the free energy of any secondary
structure using a manageably small set of parameters: 10
nearest-neighbor pairs plus loop and bulge terms. To
illustrate this, the pairing parameters for RNA at 37 °C
are listed in Table 2 and a sample calculation is illustrated
in Figure 10. The importance of considering nearest
neighbors is clearly illustrated by comparing the first and
third columns: GC/CG and CG/GC dyads have exactly
the same base composition, but the difference in stacking
order is responsible for a folding free energy difference of
more than 30%. The free energy parameters have been
extensively measured for RNA and DNA, and partial
sets are available for other nucleic acid combinations as
well.(21 – 25) Including common noncanonical pairings such
as G·U wobble pairs in RNA increases the accuracy of
the model further.(26)

Typically, nearest-neighbor models are capable of
predicting the folding free energy of a specified structure
with an accuracy of better than 10%. A number of web-
based tools have been developed for this task, and these
are discussed further in Section 4.

3.2 Tertiary Structure

Nucleic acid tertiary structure is far more diverse than
secondary structure, which makes the task of system-
atizing its energetics correspondingly more difficult. An
additional complication is that the additive free energy
model, which works well for secondary structure cannot,
in principle, be strictly accurate for tertiary interactions.
This is due to the fact that tertiary contact between two
secondary structures produces a correlation in their ener-
gies as a result of both specific interactions and longer
range electrostatic forces. The magnitude of these correla-
tions is largely unknown, however, and awaits a campaign
of systematic thermodynamic measurement similar to
those that produced the nearest-neighbor parameters.

Pseudoknots and kissing loops are the best-characteri-
zed tertiary motifs, which is not surprising given
that they are produced by pairing of single-stranded
regions and are thus somewhat analogous to secondary
structures. In both cases, the nearest-neighbor model
approximates the folding enthalpy fairly well, particularly
the differential effect of mutations within the newly
base-paired regions.(28 – 31) Accurately modeling the
entropy change of folding requires knowledge of the
conformational space available to the bases that are
unpaired before and after formation of the tertiary
contacts, data that are difficult to measure. Statistical
mechanical models have been developed to account for
the entropy change, with several approaches represented
in the literature.(32,33) One interesting approach described
recently is fitting thermodynamic parameters on the basis
of their ability to predict pseudoknot formation in a large
set of sequences with known structures.(34) One may be
reasonably optimistic that, with continued measurement
and modeling, the folding thermodynamics of at least the
more common forms of these two tertiary structures will
soon be accurately understood.

Another tertiary interaction that has been measured
in some detail is coaxial stacking of two helices. This
interaction is associated with a large favorable free energy
in model systems, and is commonly observed in natural
RNA molecules. Thermodynamic parameters for coaxial
stacking of helices terminated by Watson–Crick base
pairs, as well as with intervening mismatches, have been
measured(35,36) and are incorporated into many of the
popular calculation tools described in Section 4. Folding
thermodynamics of other helix–helix interactions, as well
as loop–helix interactions, have not been characterized at
the same level of detail and await further investigations.

3.3 Other Structures

Thermodynamic parameters for formation of DNA triple
helices (T·A·T and C+·G·C, Section 2.4) have been
measured.(37,38) Only a few sequence patterns form
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triple helices, so they are measured individually rather
than parameterized as functions of base composition or
nearest neighbors. Just as for duplex formation, triplex
formation is driven forward by enthalpy and opposed by
loss of conformational entropy. At neutral or acidic pH,
protonated C+·G·C triplets are substantially more stable
than T·A·T triplets. Interestingly, the most stable triple
helix sequence is one that alternates between the two.
At higher pH values, C+·G·C triple helices are unstable,
likely because of deprotonation.

Folding thermodynamics for G-quadruplex formation
have also been measured for a number of sequences.(18,39)

At 25 °C, the energetics of quadruplex formation are
comparable to those for base-pair formation, with a free
energy change of −2 to −3 kcal mol−1 per quadruplex
in a buffer containing potassium cations. Interestingly,
G-quadruplex stability is very sensitive to cation size:
they are much less stable when K+ is replaced by
Na+ or, particularly, Li+. The sequence of the loops
in intramolecular quadruplexes also plays a large role in
determining stability.(40)

3.4 Environmental Effects

3.4.1 Temperature

As discussed above, the entropy change for nucleic
acid folding is nearly always negative. As a result,
the stability of nucleic acid structures decreases with
increasing temperature. Each sequence and structure
has a temperature above which folding is disfavored;
this temperature is called the melting temperature, Tm
(Figure 12). Measurement of Tm and the shape of the
melting transition vs temperature plot forms the basis
for many of the techniques used to measure folding
thermodynamics. These are discussed in Section 5.2.
One interesting consequence of the negative entropy
of nucleic acid folding is the observation that bacteria
and archaeans that live at very high temperatures
(extreme thermophiles) have evolved transfer RNAs with
higher GC content and larger Tm values than those of
other organisms.(41) Similarly, psychrophiles (organisms
adapted to very cold temperatures) produce more of the
helicase proteins needed to unwind DNA for replication
and transcription.(42)

3.4.2 Salt Concentration

Interaction of cations with nucleic acids can be divided
into two classes: specific binding, in which a cation is
localized at a particular site in the folded structure, and
nonspecific binding, in which the cations are free to move
around the nucleic acid and exchange with others in the
bulk solution. In the context of folding thermodynamics,

specific binding is important mainly for stabilizing tertiary
structures, which can have particularly high negative
charge densities. Nonspecific interactions with cations
are important for all aspects of nucleic acid energetics,
and these are discussed first.

Each nucleotide in a nucleic acid chain has one
negatively charged phosphate group. In B-form duplex
DNA, phosphate groups are separated by only 0.3 nm
along the helical axis, which is an enormous charge
density. Cations from the surrounding solution are drawn
to the resulting potential well and arrange themselves to
neutralize the electric field. The physics of this process
is described by Manning condensation theory,(18) but
the relevant consequence for the thermodynamics of
folding is that a number of cations are confined near
the nucleic acid and unable to circulate freely in solution.
This reduces the entropy of the system by an amount

�S = R ln
cloc

csol
(1)

per mole of confined cations, where R is the gas constant,
csol is the bulk concentration of cations, and cloc is the
average concentration of the confined cations.

The number of cations confined in this way is
determined by the charge density of the nucleic acid
structure; when the structure changes, so will the number
of confined cations. Folded structures have higher charge
density than unfolded ones, so cations must be extracted
from solution during folding. From Equation (1), the cost
of doing so decreases inversely with the logarithm of the
bulk cation concentration; thus, addition of salt stabilizes
nucleic acid folding. Numerous experiments have found
that folding free energies do exhibit the predicted
logarithmic behavior, though ab initio calculation of the
number of bound cations is challenging even for simple
structures.

Another prediction of condensation theory is that the
increase in stability of the folded state should saturate
once the bulk cation concentration exceeds a particular
value. For sodium, saturation effects start becoming
apparent for [Na+] > 0.1 M. Above 1 M, further increases
in sodium concentration actually reduce the stability
of folding. Multivalent cations should be much more
effective at neutralizing the phosphate backbone charge
and therefore saturate at a lower concentration. These
predictions are borne out by experiment, with saturation
occurring at about 0.01 M Mg2+.(18)

In addition to the diffuse binding described above,
cations can also bind to specific sites in a nucleic acid
structure. Binding affinity of the cations varies with
background salt concentration in the same logarithmic
manner as folding stability, as other cations are displaced
by the specific binding event in order to maintain a
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constant overall charge. The effect of specific binding
on the stability of the structure, on the other hand,
is more complex, and depends on a variety of factors,
including the local charge density of the structure (larger
charge densities require more cation charge to stabilize),
the degree to which the water molecules hydrating the
cation are displaced (displacement requires a tight fit,
but produces an entropic benefit from the freed water),
and long-range correlations between cations that are very
difficult to model.

Site-specific binding appears to be minimal for most
secondary structures. This can be determined either from
atomic-scale methods such as NMR and crystallography,
or by measuring the effect of different cations on
stabilization. In condensation theory, which describes
nonspecific binding, the only relevant quality of a cation
is its charge. All monovalent cations should therefore be
equally effective at stabilizing folding. As discussed in
Section 3.3, this is not the case for G-quadruplexes, and
specific binding of potassium-sized cations in the center
of each quadruplex square is supported by a variety
of experiments. In contrast, recent measurements(43,44)

found that RNA secondary structure folding shows
only a slight differential stability between sodium and
potassium. An RNA kissing loop, by contrast, exhibits
substantial differential stabilization, indicating that site-
specific binding is likely to occur in these structures.
Nearly all tertiary structures that have been measured
at the atomic scale show specific binding of multivalent
cations. A number of common motifs for specific binding
have been identified, including G·A and G·U mismatches,
structured junctions, and tight bends. Multivalent cations
are particularly likely to bind in the latter two motifs, as
local negative charge densities can be very high in these
areas and are more effectively neutralized by cations with
correspondingly high positive charges.

No general theory describing salt effects on nucleic
acid energetic currently exists. The theoretical frame-
work for interpreting measurements of salt effects on
stability is well developed(45) and computational tech-
niques for predicting thermodynamic effects on folding
are advancing.(44,46) The published nearest neighbor
parameters for DNA secondary structure thermody-
namics include approximate salt dependence terms, but
no similar parameters have been published for RNA
secondary structure. As with tertiary structure thermody-
namics, a lack of systematic experimental data has been
a problem.

3.4.3 pH

Secondary structure stability is relatively insensitive to
pH changes from 5 to 9.(18) At higher and lower values,
stability decreases due to changes in protonation of the

nucleobases (Section 2.1). Deprotonation of guanine,
thymine, and uracil occurs at high pH, destabilizing
pairing both through loss of hydrogen bonding and
increased electrostatic repulsion. At low pH, the nitrogen
atoms on the Watson–Crick faces of the bases are
protonated, disfavoring pairing.

Tertiary interactions can be more pH sensitive, since
their diverse conformations can produce local shifts
in pKa values sufficient to induce protonation or
deprotonation at physiological pH values. pH-dependent
conformational shifts have been observed for both
bacterial 5S ribosomal RNA(47) and kissing loops at the 5′
end of HIV’s RNA genome.(48) Triple-helix and i-motif
formation in DNA is also pH sensitive, as discussed in
Sections 2.4 and 3.3.

3.4 Solvent Effects

At moderate and high ionic strengths, cosolvents tend
to destabilize folded structures, either by decreasing
the activity of water, which is released upon folding
(Section 3.1), or through specific interaction with
unpaired strands. The latter case is exemplified by urea,
which forms hydrogen bonds with the bases that compete
with Watson–Crick pairing.(49) At low ionic strengths,
the osmolyte effect is reversed: cosolvents (which are
typically less polar than water) decrease the dielectric
constant of the solution, which strengthens the hydrogen
bonds of base pairing.

3.5 Ligands and Proteins

Many protein molecules bind nucleic acids. In some cases,
secondary structural elements such as helices or loops are
bound in isolation, with little change to the structure of
the rest of the nucleic acid. In other cases, RNA molecules
and proteins form intimately connected complexes with
structures substantially different from that adopted by
the components in isolation. One obvious example is
the ribosome. The important subject of protein–nucleic
acid binding is explored in an accompanying article
(see Protein–Oligonucleotide Interactions). Section 5.1
describes methods that can be useful for determining
what parts of a nucleic acid are bound by proteins.

Riboswitches are RNA molecules that regulate gene
expression by changing conformation in response to the
presence or absence of small molecules.(50) They are an
important part of the genetic regulation networks for
many bacteria, and their sequences have been found
in eukaryotes as well. The energetics of binding and
conformational change upon ligand binding are beginning
to be investigated,(51) and will likely lead to interesting
results with riboswitches, as allosteric control is a function
previously thought exclusive to proteins.
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4 STRUCTURE PREDICTION AND DESIGN

Anfinsen’s influential ‘‘thermodynamic hypothesis’’ holds
that the active structure of a biomolecule is the one that
is most stable in its native environment.(52) As described
above, nucleic acid energetics are fairly well understood,
at least at the secondary structure level. This suggests the
possibility of predicting the functional structure of nucleic
acids from their sequence alone. This section discusses the
computational tools that have been developed to address
this challenge, as well as the inverse problem of designing
sequences that fold into a desired structure.

4.1 Predicting Structure from Sequence

The hierarchical nature of nucleic acid folding, together
with the success of the nearest-neighbor model at
predicting secondary structure thermodynamics, suggests
a strategy for predicting the equilibrium structure of
a sequence.(16,53) First, the most likely (i.e. lowest
energy) secondary structure for the sequence can be
computed using the nearest-neighbor model. Likely
tertiary structures can then be computed on the basis
of interactions of the secondary structural elements.
This approach is computationally tractable, whereas an
unguided exploration of the conformational space for
even small nucleic acids is far beyond the capabilities
of today’s computers and will likely remain so for the
forseeable future.

Even with the nearest-neighbor model providing an
efficient and reasonably accurate method for computing
the energy of any secondary structure, determining
the minimum-energy secondary structure for a given
sequence is still a nontrivial problem. The number of
possible structures grows exponentially with the length of
the sequence, making exhaustive enumeration unfeasible
for all but the smallest sequences. Instead, dynamic
programming algorithms are used to recursively search
structure space. This allows the minimum free energy
(MFE) structure of a sequence to be computed in
a time that grows only cubically with sequence length;
a fast computer can compute the MFE structure for a
several hundred nucleotide sequence in a few minutes
or less. A number of software packages have been
developed for this purpose, of which the best-known
are MFOLD(27) (mfold.bioinfo.rpi.edu) and the Vienna
package(54) (rna.tbi.univie.ac.at). Both of these have
web interfaces and are capable of calculating MFE
structures for single RNA or DNA sequences at arbitrary
temperatures. The predicted structures agree well with
experimental data for many small sequences and the MFE
technique is used widely to understand the behavior of
nucleic acids.

MFE predictions of secondary structure are not perfect,
for several reasons. The first is that the nearest-neighbor
parameters are not known with infinite precision. Typical
uncertainties are a few percent for the free energy of the
base stack parameters and small loops near 37 °C. The
uncertainties for other motifs, as well as the enthalpy and
entropy parameters needed for computation at arbitrary
temperatures, can be substantially larger. A second
weakness of the MFE technique comes from weaknesses
in the nearest-neighbor model itself. In particular,
the thermodynamics of noncanonical base pairs and
internal loops display context dependence that cannot
be accounted for within the nearest-neighbor model. For
larger sequences and more complex structures, these
inaccuracies compound to an extent that determination
of the MFE structure is not accurate. One method for
dealing with this is to compute not only the lowest
energy structure but also a collection of ‘‘suboptimal’’
structures with similar free energies. Efficient algorithms
for suboptimal structure prediction have been developed
and have been shown to increase the accuracy of structure
prediction.

A more powerful approach than computing a selection
of structures is to compute the thermodynamic partition
function for a sequence using the secondary structure
model energy model. To the extent that the model is
accurate, the partition function contains all available
information about the sequence’s folding, including the
pairing probabilities of every base to every other base. At
first glance, it would seem that computation of the parti-
tion function would require enumeration of all possible
structures, but a dynamic programming algorithm similar
to that used for MFE structure prediction can also
compute the partition function in polynomial time. Both
the MFOLD (as Dinamelt: dinamelt.bioinfo.rpi.edu) and
Vienna package sites have been extended to include
partition function calculations. The Nupack software
package (nupack.org) computes the secondary structure
partition function for both individual and multiple inter-
acting nucleic acid strands at arbitrary concentrations(55)

and also includes the capability of predicting structures
containing certain types of pseudoknots. Experimental
validation of the partition function approach is incom-
plete, but it seems likely that this will become the most
widely used method for predicting nucleic acid secondary
structure folding in the future.

The methods discussed above are useful for predicting
the folding tendencies of molecules about which nothing
is known other than the sequence. If information is
available from other sources, such as experimentally
determined pairings of some bases or homology to other
sequences of known structure or function, the problem of
structure prediction becomes much easier. One powerful
method is identifying subsequences whose pairing is
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Figure 11 (a) Predicted secondary structure of the 1542
nucleotide Escherichia coli 16S rRNA from comparative
sequence analysis. Agreement with X-ray crystal structures
is excellent. The placement of certain features with respect to
specific ribosomal proteins and the entire 30S ribosomal subunit
are indicated. (b) Sequence and predicted secondary structure
of E. coli 5S rRNA. (Reproduced from Ref. 57.  John Wiley
& Sons, Inc, 1990.)

conserved across multiple species, either by strict
sequence conservation or compensating mutations (G·C
to A·U, for instance). When the number of homologous
sequences is large, comparative methods can be very
powerful, predicting 97% of ribosomal RNA base pairings
(Figure 11) correctly.(56) As with partition function
calculations, most of the popular software packages now
include comparative analysis features as well.

Coarse-grained molecular dynamics simulations, which
are becoming widely used in the protein folding field, are
starting to be applied to RNA folding as well. In principle,
this approach offers the potential to predict folded struc-
tures that are not described by the conventional secondary
structure model and account for tertiary interactions
whose thermodynamics have not been systematized.
At present, only short molecules (less than 50 nt or
so) can be treated in this way owing to the scaling
problem discussed above for secondary structure predic-
tion. Computer power is also growing exponentially,
however, and molecular dynamics–based methods will
likely grow in importance over the near future.

4.2 Designing Sequence for Structure

The inverse problem of structure prediction is to design a
sequence that folds into a desired structure. Recent years
have seen an explosion of interest in nucleic acid–based
nanotechnology, in which the programmability of nucleic
acid sequences is exploited to construct sensors, therapeu-
tics, or nanoscale machines.(58 – 62) At present, sequence
design software has been integrated into the Vienna
and Nupack software packages, with the Vienna package
offering MFE and partition function–based design of
single sequences and Nupack capable of designing
sequences for multiple interacting molecules using the
partition function approach. Both programs use a similar
methodology: a sequence is generated at random, the
most likely structure is predicted, and mutations are made
until the most likely structure is as close as possible to
the desired one. As interest in nucleic acid applications
grows, sequence design will likely become as standard a
technique as structure prediction is today.

5 EXPERIMENTAL METHODS

We close this article with a brief discussion of experi-
mental techniques that are commonly used to determine
the structure and folding thermodynamics of nucleic acids.
Many of these techniques are discussed in greater detail
in other articles, and links to these are provided.

5.1 Structure Determination

Nucleic acid structure can be measured at several levels
of detail. Atomic-scale structures are typically measured
using either X-ray crystallography (see X-ray Structures of
Nucleic Acids) or NMR techniques (see Nuclear Magnetic
Resonance and Nucleic Acid Structures). NMR studies
are particularly useful in that they can determine not
only the structure of the nucleic acid but details of its
interaction with cations in solution.
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In many cases, however, atomic coordinates are not
necessary to understand the functional structure of a
nucleic acid. Instead, what is needed is knowledge
of which bases are paired and which are exposed
to solution. Owing to the stability of nucleic acid
hybridization, only the latter are typically available
for binding to other molecules. Pairing data define
the secondary structure of the molecule, and give
significant information about many tertiary interactions
as well (Section 2.3). One way to determine the pairing
state of the bases of a molecule is to introduce short
oligonucleotide probes complementary to various parts
of the sequence; the probes will only bind to bases that are
not already paired. This technique is called footprinting,
and is described in (Sequencing and Fingerprinting
DNA by Hybridization with Oligonucleotide Probes).
Chemical probes can also be used: dimethyl sulfate
(DMS) reacts with the Watson–Crick faces of exposed
bases and hydroxyl radicals preferentially cleave the
sugar–phosphate backbone in flexible (i.e. unpaired)
regions,(63) as do certain nuclease enzymes. The pattern
of chemical or enzymatic cleavage can be examined by
gel electrophoresis and analyzed to reveal the pairing
state of the nucleic acid structure. Sites of protein binding
can be revealed using the same techniques. Comparative
sequence analysis also reveals structural information, as
discussed in Section 4.

5.2 Thermodynamic Characterization

The vast majority of the thermodynamic data discussed
in this article was obtained by melting experiments, in
which the temperature of a solution containing a folded
nucleic acid is gradually increased until entropy succeeds
in disordering the molecule (Section 3.4.1). This type
of experiment is illustrated in Figure 12. The molecule
is assumed to inhabit only two conformational states,
folded and unfolded (multiple states can be treated as
well, provided the melting temperatures are sufficiently
different that they can be determined independently). In
this case, at constant pressure, the standard Gibbs free
energy �G0 of folding is related to the standard enthalpy
and entropy changes �H 0 and �S0 and the equilibrium
constant K by the well-known expression

�G0 = �H 0 − T �S0 = RT ln K (2)

The temperature where the concentrations of folded and
unfolded species are equal is defined as the melting
temperature Tm. For a unimolecular reaction, Tm =
�H 0/�S0. Differentiating Equation (2) with respect to
temperature gives the van’t Hoff relation:

∂ ln K

∂T
= �H 0

RT 2
(3)
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Figure 12 (a) Schematic representation of melting a folded
nucleic acid. Increasing temperature favors the less-organized
unfolded state. (b) UV melting experiments measure
absorbance (represented here as optical depth) vs temperature.
Fitting the extinction coefficients of the folded and unfolded
states (i) allows for conversion to population fraction vs temper-
ature (ii). (Reproduced from Ref. 64.  Springer-Verlag, 1986.)
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Figure 13 Determining enthalpy changes from melting
curves. (a) Transition width is narrow, folding enthalpy is high.
(b) Transition is gradual, folding enthalpy is low. (Reproduced
from Ref. 64.  Springer-Verlag, 1986.)

Reactions with large enthalpy changes (e.g. base pairing)
thus display steeper transitions around Tm, than those with
small enthalpy changes (e.g. some tertiary interactions).
This is illustrated in Figure 13.

In principle, any method that can determine the
relative concentration of folded and unfolded species as
a function of temperature can be used to measure folding
thermodynamics. In practice, the dominant technique is
to measure the molecule’s absorbance in the ultraviolet
vs temperature. UV (ultraviolet) melting relies on the
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observation that nucleic acids absorb significantly more
light at 260 nm when single-stranded than when base-
paired. This phenomenon is called hypochroism and
is related to the electronic interactions that stabilize
base stacking (Section 3.1). As illustrated in Figure 12,
absorbance data can be fit using four parameters: �H 0,
�S0 (or K), and the extinction coefficients of the folded
and unfolded species. The latter two are obtained by
fitting the absorbance baselines far from the transition,
and all four parameters are assumed not to vary with
temperature (i.e. constant specific heat, �Cp = 0). This
imposes several limitations on the UV melting technique
in addition to the two-state condition: the folding reaction
in question must take place near the temperature at
which the thermodynamic parameters will be used (to
minimize errors from �Cp) and well away from the
freezing or boiling point of the solution (in order to
accurately fit the extinction coefficients). Despite these
limitations, UV melting is a workhorse technique in
nucleic acid thermodynamics. A more detailed discussion
of experimental considerations, including molecularity
effects, is available in the review literature.(65)

Nucleic acid thermodynamic parameters can also be
measured calorimetrically. In the most common method,
differential scanning calorimetry (DSC, see Differential
Scanning Calorimetry and Differential Thermal Anal-
ysis), the temperature of two matched cells is slowly
ramped over a broad range using electrical heating. One
of the cells contains the nucleic acid of interest and the
other only a buffer solution. The differential amount
of power needed to ramp the temperatures of the cells
provides a measure of �Cp, the heat absorbed during the
unfolding reaction. If other reactions such as hydration
of the buffer solutes are assumed to be constant over the
transition region (t1, t2), enthalpy and entropy changes
can be obtained by integration of the differential heat
capacity:

�H 0 =
∫ t2

t1

�Cp dT (4)

�S0 =
∫ t2

t1

�Cp

T
dT (5)

In contrast to the melting technique, DSC does not
require that the reaction need be two-state, which can
be a significant advantage for larger structures. One
disadvantage is that larger amounts of material are
typically required in order to produce a measurable signal.
Both techniques will likely continue to be widely used as
the quest to more fully understand nucleic acid energetics
continues.
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