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Abstract

We consider a multi-class multi-server queueing system, in which customers of different types
have heterogeneous preferences over the many servers available. The goal of the service provider
is to design a menu of service classes that balances two competing objectives: (1) maximize cus-
tomers’ average matching reward and (2) minimize customers’ average waiting time. A service class
corresponds to a single queue served by a subset of servers under a FCFS-ALIS service discipline.
Customers act as rational self-interested utility maximizing agents when choosing which service
class to join. In particular, they join the class that maximizes their expected ex-ante net utility,
which is given by the difference between the server-dependent service reward they receive minus a
disutility based on the mean steady-state waiting time of the service class they join. We study the
problem under (conventional) heavy traffic conditions, that is, in the limit as the traffic intensity
of the system approaches one from below. For the case of two servers, we provide a complete and
insightful characterization of the possible menus and their delay-reward tradeoffs. For general num-
ber of servers, we prove that if the service provider only cares about minimizing average delay or
maximizing total matching reward then very simple menus are optimal. Finally, we provide Mixed
Integer Linear Programming (MILP) formulations for optimizing the delay-reward trade-off within
a fairly rich and practically relevant families of menus, which we term Partitioned and Tailored.

Keywords: Multi-class queueing system; first-come-first-served; bipartite matching; steady-state
analysis.

1 Introduction

This paper is concerned with the problem of designing a queueing matching system in a multi-class and
multi-server service environment, in which customers of different types arrive to the system seeking
service by one of many available servers. Servers are heterogeneous in terms of the amount of time it
takes them to serve a customer as well as on other attributes that affect the reward that customers
receive for the service. The goal of the service provider is to design a service mechanism that will match
customers to servers and will balance two (usually) competing objectives: (1) maximize customers’
average service reward and (2) minimize customers’ average waiting time. We will restrict ourselves
to a special class of mechanisms in which the service provider offers a static menu of service classes
and customers choose which one of them to join upon arrival. A service class is defined by a single
queue served by a specific subset of servers under a FCFS-ALIS service discipline!. We will assume
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that customers act as rational self-interested utility maximizers when choosing which service class to
join. In particular, they join the class that maximizes their expected net utility, which is given by
the difference between the server-dependent service reward they receive minus a disutility waiting cost
based on the mean steady-state waiting time of the service class they join.

To illustrate some of the features of the problem at hand, let us consider a concrete example with

two servers. In this setting, the service provider can offer one of the five different service menus in

Figure 1. For example, she can offer a Dedicated menu (far-most left panel) consisting of two service
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Figure 1: Possible service menus in a system with two servers.

classes (queues) each served exclusively by one of the two servers. Alternatively, the service provider
can offer a Full menu (middle panel) in which customers have three options; they can choose between
two dedicated service classes each served exclusively by one of the two servers or they can join a third
class served by both servers. A customer who chooses this third class does not know with certainty
which one of the two servers will be the one providing the service.

Figure 2 depicts an example of the equilibrium performance of the five menus in Figure 1 in the average
reward vs. average delay quadrant for different values of the system utilization p. A complete analysis

of the two-server case is presented in Section 4.
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Figure 2: Equilibrium performance of the five menus (Dedicated (D), Single Line (SL), Full (F), N1 and Na) in the average

reward vs. average delay quadrant for different values of the system utilization p.

For example, we will show that if the service provider only cares about minimizing customers’ average
waiting times, then the Single-Line menu is an optimal menu (see Theorem 3), which is something to
be expected since a single line guarantees complete resource pooling. On the flip side, if the service
provider is exclusively interested in maximizing average matching rewards and pays no attention to
waiting times, then the Dedicated menu is an optimal menu (see Theorem 4) under heavy traffic

conditions.



It is worth noticing that in this example, menu No dominates the other four menus when the system
operates in heavy traffic p T 1 (right-most panel). Thus, in this case it is possible to select a menu
that achieves first best performance simultaneously on both measures (see Remark 4 for details).
Interestingly, since the No menu is a restricted version of the Full menu in which service class 1 is not
offered, this example shows that reducing customers’ choices can lead to more efficient outcomes (a
form of Braess’s paradox).

Related Literature. The specific class of queueing systems that we consider roots back to the early
work of Kaplan (1984, 1988) who proposed a multi-class multi-server queueuing system operating
under a FCFS service discipline to model public housing waiting lists and to determine steady-state
matching assignments, i.e., the probability that an applicant (families and individuals) of a certain
type ends up receiving a particular class of public housing. (See also the early studies by Schwartz
(2004), Green (1985) and the recent paper by Castro et al. (2020) on the 2-server N model under a
FCFS discipline, and the paper by Talreja and Whitt (2008) for more general matching topologies.)
The queueing formulation in Kaplan (1988) was later adapted by Caldentey and Kaplan (2002) who
introduced an infinite bipartite matching model to investigate the problem of determining matching
probabilities under a FCFS service discipline. The infinite matching model was further developed in
Caldentey et al. (2009), Busi¢ et al. (2013), Adan and Weiss (2012), Adan et al. (2018a) and Fazel-
Zarandi and Kaplan (2018). The connection between the steady-state solution of the queueing model
and the infinite bipartite matching model was formalized by Adan and Weiss (2014) under the FCFS-
ALIS service discipline (see also Adan et al., 2018b, 2019 and the survey by Gardner and Righter,
2020).

For the most part, the aforementioned stream of literature has assumed that the matching topology
connecting services classes to servers is exogenously given and has focused on the performance analysis
of the queueing system,; i.e., identifying conditions that ensure stability or characterizing steady-state
matching rates. The problem of designing optimal matching topologies is studied in Afeche et al.
(2021) under the assumption that consumers are passive agents who do not choose which service
class to join. In this setting, they can restrict themselves to topologies in which there is a one-to-
one correspondence between customer types and service classes and so the design problem reduces to
deciding the subset of servers that should serve each customer class. To deal with the combinatorial
complexity of the problem identified by Adan and Weiss (2014), Afeche et al. (2021) rely on a heavy
traffic analysis that unveils a surprisingly simple structure. Namely, under heavy-traffic conditions,
they show that any bipartite matching system can be partitioned into a collection of complete resource
pooling (CRP) subsystems, which are interconnected by means of a direct acyclic graph (DAG). The
significance of these results is that they allow to replace the combinatorial structure of the original
queueing system (expressed in terms of permutations of servers) by a more aggregate representation
defined by the collection of topological orders of the CRP components. As result, they show that the
DAG together with the aggregate service capacity on each CRP component fully determine the vector
of steady-state waiting times. Combining this insight together with a Quadratic Program approach to
approximate matching flows, Afeche et al. (2021) propose a mixed-integer linear program formulation
that can be used to characterize the set of matching topologies that optimize the tradeoff between
matching rewards and waiting times in a Pareto efficiency sense.

Our paper builds on and extends Afeche et al. (2021) by allowing consumers to choose the service
class they want to join. As we will show in the following sections, this generalization is not trivial.



For one, the number of service classes can no longer be reduced to the number of customer types
as the service provider can in principle offer a full service menu with as many service classes as the
number of possible subsets of the servers. Also, by allowing customers to self-select the service class
they want to join, the service provider has less control over the final matching. In other words, while
in Afeche et al. (2021) the service provider acts as a central planner that has full control on how to
route customers to service classes, in our case the central planner acts as a principal that can only
induce agents (customers) to join a particular service class by designing an incentive compatible menu.
The Principal-Agent nature of our problem implies that waiting times and matching flows must be
computed imposing equilibrium conditions, which brings an extra layer of complexity to the problem.
Finally, another subtle but important difference between Aféche et al. (2021) and our paper relates to
how a heavy traffic analysis can be conducted. Specifically, in Afeche et al. (2021) the heavy traffic
limit was essentially exogenously defined by letting the vector of customers’ arrival rates converge
(from below) along a pre-specified direction to a limiting vector of arrival rates. In contrast, in our
case in which customers self-select the service class they want to join, the direction of convergence to
heavy traffic is endogenously determined in equilibrium.

A distinctive feature of the papers that we have discussed so far, and which is also central to our work,
is the FCFS-ALIS service discipline that is used in the matching of customers and servers. This type
of service discipline is appropriate in settings (such as public housing allocations, adoption agencies
or state-run nursing homes, to name a few) in which fairness considerations and/or legal regulations
prevent the service provider from implementing other type of priority-based policies that could be (or
could be perceived to be) discriminatory. If we relax this requirement, there exists a vast queueuing
literature on skill-based routing devoted to the problem of characterizing dynamic scheduling policies
to control and optimize the flow of customers in a multi-server setting. Some representative examples
of this stream of work include Harrison (1998), Harrison and Lopez (1999), Mandelbaum and Stolyar
(2004), Atar (2005), Bell and Williams (2005), Wallace and Whitt (2005), Dai and Tezcan (2005),
Gurvich and Whitt (2009, 2010), and Ward and Armony (2013).

Another stream of papers that is relevant to our work is concerned with the design of differentiated
service menus. Some representative papers in this area include Van Mieghem (2000), Plambeck (2004),
Maglaras and Zeevi (2005), Afeche (2013), Afeche and Pavlin (2016), Nazerzadeh and Randhawa
(2018), Afeche et al. (2021), Ashlagi et al. (2021) and Ashlagi et al. (2022). The typical setting in
these paper is one in which customers are heterogeneous in terms of their valuation or willingness-to-
pay for service and their sensitivity to delay, while servers are homogeneous (in many cases a single
server is considered). Under these conditions, a service class consists of two components: (1) the price
that the service provider charges for the service and (2) the expected waiting time. Operationally, the
service provider controls the service discipline which allows her to offer differentiated waiting times
to the different service classes. The goal of the service provider is to design a menu of service classes
that maximizes her profit or in some cases a social welfare objective.

In terms of applications, stochastic matching systems have been extensively used in the healthcare
literature to study organ transplantation (e.g., Zenios et al. 2000, Akan et al. 2012, Bertsimas et al.
2013 and Ding et al. 2018) and kidney exchanges (e.g., Unver (2010), Anderson et al. 2017, Ashlagi
et al. 2019 and Akbarpour et al. 2018). Other applications include public housing (e.g., Bloch and
Cantala 2017, Leshno 2017, and Arnosti and Shi 2018), adoptions (e.g., Baccara et al. 2014 and Slaugh
et al. 2016), labor markets (e.g., Rogerson et al. 2005, Arnosti et al. 2018 and Baccara et al. 2020),
assemble-to-order manufacturing (e.g., Gurvich and Ward, 2014 and Nazari and Stolyar, 2019) and



process flexibility (e.g., Jordan and Graves, 1995, Bassamboo et al., 2012, Tsitsiklis and Xu, 2012,
2017 and Shi et al., 2019).

2 Model Description

In this section we provide a detailed mathematical description of the model and basic definitions.
Figure 3 provides a schematic illustration of the queueing system and the main notation.
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Figure 3: A multi-class multi-server matching queueing system.

A collection O of customer types arrives to the system over time according to independent Poisson
processes with rates o = {ag}geje). (For a positive integer k, we let [k] := {1,2,...,k}). The
service system is composed of m parallel servers with exponentially distributed service times with
rate 1 = {{;}jepm)- Customers have heterogeneous preferences over the servers and we denote by
Vo = {Va;}je[m) the vector of rewards for a type-f customer, where Vj; is the reward that a customer
0 gets when served by server j.

In an effort to maximize the quality of the matching between customers and servers, the service
provider offers n service classes, where each service class ¢ € [n] is defined by a subset S; C [m] of
servers that can serve those customers joining class ¢. Such a collection can be expressed by a binary
compatibility matrix M € {0,1}"*™ where the entries of M specify which service classes can be
served by which servers. That is, server class i can be served by server j if and only if m;; = 1 for
i € [n] and j € [m]. We assume that upon arrival and before observing the queue lengths, customers
select one service class and join the queue of this class and wait to be served according to a FIFO
queueing discipline. This decision is irreversible, that is, after joining a queue, the customer stays
in it until the service is completed. Servers, on the other hand, serve the different classes using a
FCF'S service discipline. We also assume that an arriving customer who finds an empty queue will be
routed to the compatible server that has been idle the longest. Under these conditions, we say that
the queueing system operates under a FCFS-ALIS (first come first served - assign longest idle server)

service discipline.

A strategy for an arriving customer type 6 is a probability distribution go = {gg; }ic|n] over the set of
service classes, where gp; is the probability that a type-6 customer selects to join class i € [n]. We
let ¢ = {qo}oco denote the strategy profile of all customer types and let Q be the set of all feasible



strategy profiles, that is,

Q= {q € R?X": Z qo; = 1 for all 6 € [@]}

1€[n]

A strategy profile ¢ € Q induces a vector of arrival rates A(q) = {Ai(q)}iepn) to each service class,
where

)\i(q):Zaqui i=1,...,n.

0c(o)]

Indirectly, through the vector of arrival rates A(q), the strategy profile ¢ also determines the vector
W(q) = {Wi(q)}ien of steady-state waiting times for each class as well as the matrix of matching
probabilities p(q) = (pij(q): i € [n],j € [m]) between service classes and servers, where p;;(¢q) denotes
the steady-state probability that a customer joining class ¢ will be served by server j under the strategy
profile ¢. We will restrict our attention to menus M and strategies ¢ that are stable in the sense that
they jointly admit a well-defined steady state for the service system.

Proposition 1. (Adan and Weiss, 2014, Theorem 2.1) The menu M and strategy q admit a steady
state under a FCFS-ALIS service discipline if and only if the following condition is satisfied:

Z > Z Ai(q) for all & C [m],

jes i€U o (M)

where Uy (M) is the subset of service classes that can only be served by servers in 7.

We will further restrict attention to admissible menus M for which the stability condition above is
satisfied for some feasible strategy profile q.

Definition 1. (Admissible Menus and Strategies) A menu M is admissible if there exists a strategy
profile ¢ = {qp }oco for which the service system is stable, that is, the inequalities in Proposition 1 are
satisfied. We let M denote the set of admissible menus.

For an admissible menu M € M, we denote by Q(M) C Q the set of all feasible strategy profiles for
which the service system is stable.

A necessary and sufficient condition for M to be non-empty is that the cumulative arrival rate is strictly
less than the cumulative service capacity, |a| < |u|. (For a vector z = (2;)¥_,, we let |z| := Zle x;).
Indeed, under this condition it is not hard to see that any menu M in which every server is connected
to at least one service class is admissible. In particular, the single-line menu (i.e., n =1 and my; =1

for all j € [m]) is admissible.
We assume that the expected utility that a type-6 customer gets from joining class i is equal to
Ugi(W,p) := Y _ pij Voj — 6 Wi,
JES;

where ¢ is a scalar parameter capturing customers’ sensitivity to delays. Given a pair (W, p) of steady-
steady waiting times and matching probabilities, a rational utility-maximizing type-6 customer joins
the service class i that maximizes Uy;(W, p) in equilibrium.



Definition 2. (e-Equilibrium and Equilibrium Profiles) Let M € M and let ¢* = {q; }sejo) € Q be a
strategy profile with corresponding vector of waiting times W* = {W(q") }icpn) and matriz of matching
probabilities p* = [pij(q*)]ie[n},je[m].

—) e-Equilibrium Profile: For a given € > 0, we say that (¢*, W*,p*) is an e-equilibrium profile if for all
6 € [O] and for all i,k € [n]

s (Ui (W™, p7) = Ui (W™, ")) + € > 0.
We let Q°(M) be the set of strategies q* for which an e-equilibrium profile (¢*, W*, p*) exists.

—) Equilibrium Profile: We say that (¢*, W*, p*) is an equilibrium profile if it is a 0-equilibrium profile.
We let Q*(M) be the set of strategies ¢* for which an equilibrium profile (¢*, W*, p*) ewists.

Trivially, every equilibrium profile is an e-equilibrium profile for all ¢ > 0. The following theorem
guarantees the existence of equilibrium profiles when the system has sufficient service capacity to
serve all of the customers.

Theorem 1. Suppose that |a] < |p|, and M € M is an admissible service menu. Then there exists
an equilibrium strategy profile ¢* € Q(M).

The proof of this and other results can be found in Appendix A.

The final component of the model corresponds to the objective that the service provider uses to select
an optimal menu M*. Similar to the preferences of individual customers, we assume that the service
provider is interested in maximizing the value generated by the matching between customers and
servers while minimizing the waiting time experienced by these customers. Specifically, for a given
admissible menu M and consumers’ strategy g, we assume that the service provider collects a payoff
equal to

H(M7Q) = V(M7Q) _CW(M7(])7 (1)

where ( is a positive scalar that captures the service provider’s sensitivity to customers’ delays and

=22 Z g qoipis(@)Vo;  and  W(M,q):= Y N(a) W,

Pe[O] i€[n] j€[m i€[n]

correspond to the cumulative steady state matching reward and waiting time, respectively, experienced
by all consumers.

It is worth noticing that while the service provider is able to select the service menu M, it is the
consumers who decide which service classes they want to join by selecting an equilibrium strategy
q* € Q*(M). Hence, the service provider’s optimization problem can be formulated as follows:
sup sup II(M,q"). (2)
MeM g*€Q*(M)
Remark 1. Formulation (2) assumes that the service provider is able to select which equilibrium strategy
q¢* € Q*(M) consumers’ will end up playing. This is, of course, without loss of generality for those
admissible menus M for which Q*(M) is a singleton. However, when M induces multiple equilibria
formulation (2) models the problem of an ‘optimistic’ service provider. Alternatively, we could have adopted
a pessimistic view by formulating the service provider's problem as follows:

sup inf TI(M,q"). ©
MeM q*€Q*(M)



Remark 2. (Social Planner) If { = 0 then II(M, q) = de[@] ayUg(q), that is, service provider acts as
a social planner who is interested in maximizing the cumulative utility of all consumers. ¢

2.1 Roadmap of Analysis and Results

Before moving into the analysis of the service provider’s problem, let us provide a summary of the
methodology that we have used to tackle the problem of designing an optimal menu of service classes
and the type of results that we have been able to obtain.

One of the major challenges in solving the optimization problem in (2) is the underlying combinatorial
structure of the steady-state distribution of the system, which makes it difficult to calculate waiting
times and matching rates beyond relatively small instances with max{n,m} < 12 (see Adan and
Weiss, 2014 and Afeche et al., 2021 for further discussion). To circumvent this challenge we will
study the problem under (conventional) heavy traffic conditions, that is, in the limit as the traffic
intensity of the system approaches one from below. In Section 3, we lay out the details of this heavy
traffic regime and show how to compute mean waiting times and matching probabilities. A distinctive
operating characteristic of the queueing system under heavy traffic conditions is that servers and service
classes are partitioned into complete resource pooling components (CRP), which are interconnected by
means of a directed acyclic graph (DAG). Furthermore, we show in Section 3.2 that under some mild
conditions any limiting vector of waiting times can be implemented using a chained DAG configuration.
This observation has important implications as it drastically simplifies the problem of characterizing
an optimal service menu.

In Section 4, we illustrate the use of heavy traffic analysis to design an optimal service menu for a
system with only two servers (m = 2). The purpose of this section is to highlight some key features of
the problem in a setting in which we can provide a complete characterization of an optimal menu as a
function of the model’s parameters. In particular, the solution to the two-server case reveals that the
different possible service menus can be partitioned into two main groups: (a) menus that achieve the
minimum possible average waiting time and (b) menus that achieve the maximum possible average
matching reward. Intuitively, delay-minimizing menus are those that are able to induce complete
capacity pooling while reward-maximizing menus are those able to implement the matching that a
central planner would select if she had complete control over the assignment of customers to servers.
Interestingly, with two servers, every admissible service menu falls in one of these two categories. The
solution also shows that out of the set of delay-minimizing menus the single-line produces the lowest
possible average matching reward while out of the reward-maximizing menus the dedicated menu
(i.e., one service class per server) generates the longest waiting-time delays. In other words, these
two simple and commonly used menus are complete opposite designs when it comes to balancing the
trade-off between average matching reward and mean customers’ delays. Further, both of these menus
are Pareto dominated by other service menus with more complex matching topologies. The single-line
menu is dominated by a menu that achieves strictly higher average reward while preserving complete
capacity pooling. On the other hand, the dedicated menu is dominated by another menu that results
from chaining the dedicated service classes.

In Section 5, we investigate conditions under which a first best menu exists in a system with an arbitrary
number of servers. We show that in the extreme cases in which the service provider’s sensitivity to delay
( is either zero or infinity an optimal menu is given by a Single-Line or Dedicated menu, respectively.



For an arbitrary value of ¢, we derive necessary (Theorem 6) and sufficient (Theorem 7) conditions
for a first best outcome to be achieved, which are based on the solution to a max-flow problem.

In Section 6, we study a special class of Partition menus in which the set of servers are partitioned
into pools of servers, each acting as a ‘super-server’ that serves a single service class. One of the key
advantages of partition menus is that they are very simple to explain and implement in practice. Fur-
thermore, despite their limitations, partition menus have a number of desirable theoretical properties
(e.g., they include delay-minimizing or reward-maximizing menus) that the service provider can use to
balance the trade-off between waiting times and matching values. Furthermore, they are also tractable
from a computational standpoint and we exploit this in Section 6.3 to propose a mixed-integer linear
program (MILP) that finds an optimal partition menu.

In Section 7 we adopt a mechanism design approach to tackle the problem of finding optimal service
menus. Specifically, we interpret the service provider’s problem as one in which she wants to design a
different service class for each customer type, i.e., a menu with n = |©| in which every customer type
joins a different (and unique) service class in equilibrium. We call this class of menus Tailored menu as
every service class is tailored to a specific customer type. In Section 7.1 we develop a MILP formulation
that finds a value-maximize menu among the class of tailored menus that support complete resource
pooling and have minimum waiting times. In Section 7.2 we take the opposite point of view and
formulate a MILP that finds a delay-minimizing tailored menu among those that generate maximum
matching value.

Finally, in Section 8 we conduct a set of numerical experiments to compare the performance of Partition
and Tailored menus as a function of different parameters of the model including the matrix of matching
rewards V and the service provider’s sensitivity to delay (.

3 Heavy Traffic Regime

In this section, we present the model that we will use to formally study the question of menu design
through heavy-traffic asymptotics. First, in Section 3.1, we present the specific heavy traffic scaling
of the system primitives. Then, in Section 3.2, we discuss how to calculate steady-state waiting times
in heavy traffic and also recap a number of formulas derived in Afeche et al. (2021) and Caldentey
et al. (2022) for this purpose. In Section 3.3 we present a quadratic programming (QP) formulation
that we will use to approximate the matching probabilities under the FCFS-ALIS service requirement.
Finally, in Section 3.4, we introduce the notion of a heavy traffic equilibria, which we use to extend
Definition 2 to our heavy traffic regime.

3.1 Scaling

We construct a sequence of matching queueing systems parameterized by e and use the superscript (¢)
to emphasize the dependence of various quantities on €. For example, ap(©) and ¢p(© = (qgl(f), e qgn(e))
are the arrival rate and strategy profile of type-6 customers in system e.

We assume that the bipartite matching system approaches heavy traffic as € | 0. Specifically, we
assume that there are two vectors A,a € RY (independent of €) with |A| = |u| so that the sequence of



arrival rates a9 = {ag(9)}gco satisfies (for € small enough):
a9 = Ag—age >0 for all 6 € [O]. (3)

Intuitively, in the heavy-traffic regime, the arrival rates o(® approach the limiting rates A along the
th

direction specified by a. It follows that the traffic intensity of the e

@._ 29 |Al—lale _ 1

B |l |l

system equals

la|

p

and approaches one (i.e., 100% system utilization) as € | 0.

We let M(© denote the class of menus M that are admissible in the sense of Definition 1. It is not
hard to see that the sets M(9) are monotonic in € and so the limit M := lim, 10 M) exists. We will

refer to M as the set of admissible menus in heavy traffic.

Under the heavy traffic condition in (3), the waiting time W;(¢)(¢(9)) will grow out of bound as € | 0.
For this reason, we assume that 6(°) goes to 0 as € | 0 in such a way that the product §(¢) Ww;© (q(e))
converges to a well-defined non-trivial limit. In particular, we will assume that 6(9 = §e for some
fixed constant § > 0 independent of €. Given this scaling, we find convenient to define the scaled
mean waiting time

= (€)

W (q'9) == e Wi (g9, (4)

which remains bounded in heavy traffic. Finally, the expected utility of a customer type 6 under

strategy qée) is given by

€ € € € = (e) €
U@ =S 099 Ve — s Wi ().
JES;

Note that the valuations V' = [Vjp;] and service rates = (1;) remain constant independent of e.

3.2 Mean Waiting Time in Heavy Traffic

To study equilibria under heavy traffic conditions, we need to be able to compute limiting scaled mean
waiting times lim, o /W(E)(q(e)) for a given sequence pre-limit strategy profiles {¢(9}~¢. In this section
we present a high level summary of the results in Caldentey et al. (2022), who provide a detailed study
on how to derive steady-state waiting times under heavy traffic conditions.

Let us fix an admissible menu M € M in heavy traffic and let us consider a sequence of feasible strategy
profiles ¢(©) ¢ Q(M) for all € > 0. Motivated by our characterization of heavy traffic equilibria in
Section 3.4, we consider strategy profiles that converge along a specific direction. Specifically, we
assume that there exists § € Q and gZA) € RI®*" such that ¢© = §+ep € Q for all € > 0. These
strategy profiles induce a vector A\¢) of pre-limit arrival rates into service classes given by

Al =" g0 = Agdoi — € (andoi — Apdo) + o€) = Ai — ey + o(e), ()
= 6co 6co

In an effort to simplify the exposition, in what follows we assume that the limiting strategy profile ¢
is such that A; > 0 for all ¢ € [n]. The general case is discussed in Caldentey et al. (2022).

()

€

T Alternatively, we could consider a slightly more general scaling of 59 that only requires lim, 10 &2 — 4.

10



Given the menu M and the vectors of service rates u = {j1;}je[n) and arrival rates A = (A;: 7 € [n]),
we define the corresponding residual matching M = [m;;] € {0,1}™*™ by removing those edges in M
that must have zero flow in the limit as € | 0. To be precise, 1y = 1 if and only if mg = 1 and there
exists a non-negative flow f = [f;;] such that

Z My fij = Uj, Vj € [m]7 Z mij fij = Ai, Vi € [n], and fgk > 0.

i€ln] Jj€lm]
Recall that the heavy traffic scaling in (3) implies that |[A| = |ul.

Intuitively, for a service class £ and a server k with my, = 1 but my; = 0, the flow of customers
from ¢ to k must vanish in the heavy-traffic limit. The significance of the residual matching M is
that its connected components induce a partition of the service classes and servers into a collection of
complete resource pooling (CRP) components that establish a hierarchy of how congestion and delays
build among the different service classes in the system.

Definition 3. (CRP Component) Given the tuple (n,m, A, pu, M) and the induced residual matching
M, we say that the subset C = (C,S) € olnl s 2lml of service classes and servers forms a CRP component
if for any pair of nodes ki,ko € CUS there exists a path between ki and ko in M, and C is mazimal
in the sense that the condition is violated for any strict superset of C.

Intuitively, the “well-connectedness” within a CRP component allows the shifting of load from one
service class to another on short time scales, and in particular under FCFS-ALIS policy to balance
the waiting times in such a way that service classes that belong to the same CRP component have the
same limiting scaled mean waiting time in heavy traffic (see Theorem 2).

We let {Cy,Cq,...,Cx} denote the collection of CRP components induced by the residual matching
M , where K is the number of components and each Cy = (C, Sk) is defined by the subset Cj, of service
classes and the subset Sy of servers that belong to Cg. Also, for each CRP component Ci, we must
have > cs, Hj = > iec, Nis and we let 3y, := 7o v denote its scaled capacity slack. From (3) we
have that || = |al.

The matching M induces a unique directed acyclic graph (DAG) on the CRP components of M in
the following manner: The DAG includes an arc from CRP component Ci, to CRP component Cy,
if, and only if, there exists a service class i € Cx, and a server j € S, such that m;; = 1. Each arc
in this DAG' indicates that the destination CRP can absorb some of the load of, and must be more
congested than, the origin CRP. The DAG therefore reflects the partial order on the congestion of the
CRP components that emerges in heavy traffic.

In order to formally establish the connection between the DAG on the CRP components and the mean
waiting times of the different service classes we need to introduce one additional element, namely, the
collection of topological orders that the DAG induces over the CRP components. The importance
of these topological orders comes from the fact that the state-space representation for the FCFS-
ALIS matching model involves ranking the busy servers based on the order of the waiting time of the
customers they are serving (see Adan and Weiss 2014 for details). As was proved in Afeche et al. (2021),
in heavy-traffic this entails restricting attention to only certain permutations of the CRP components
which have asymptotically non-zero steady-state probability. These permutations are precisely the
topological orders of the DAG.

#The claim that the resulting direct graph defined in this manner is in fact acyclic is formally proven in (Afeche et al.,
2021, Lemma 2).
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Definition 4. (Topological Orders of CRP Components) Consider a matching M € M and let
{Cy,Cq,...,Ck} be the collection of all CRP components of M. We say that a permutation o =
(0(1),0(2),...,0(K)) of [K] induces a topological order (C,1y,Cy9),---,Cok)) of the CRP com-
ponents of M if for every directed arc (C;,C;) from component C; to component C; in the DAG
associated to M, we have 0~ 1(j) < o7 1(i). We denote by T (M) the set of all permutations o that
induce a topological order and by T'(M) the cardinality of T (M).

Following Afeche et al. (2021), for a given topological order o € T (M), let us define the unnormalized
probability Q(¢) and the conditional waiting time w, ; of CRP component Cj, as follows:

and Wa ko 1=

(6)

H Zé 1 Yo(0) Z Ze 1%(3

The following theorem is proven in Caldentey et al. (2022), which expresses the limiting scaled mean

waiting times, WZ* in Definition 7 in terms of the values of Q(c) and wg .

Theorem 2. (Caldentey et al., 2022) For a given admissible service menu M € M and a strategy
profile § + ¢ such that A > 0 in (5), let M be the residual matching and {Cy,Cq,...,Ck} be the
collection of CRP components induced by M. Then, service classes that belong to the same CRP
component experience the same scaled steady-state mean waiting time in heavy traffic. Furthermore,
the scaled steady-state mean waiting time of CRP component Cy, is equal to

(M)
17 Q(oy)
e, = 3 (G Qo) s Qo)) U "

t=1

The following is an immediate corollary of Theorem 2, which provide conditions under which complete
resource pooling is possible.

Corollary 1. Under the same conditions as in Theorem 2, /ch > 1/|a| for all k € [K]. Furthermore,
WC,% = 1/|a| for some k € [K] if and only if there exists a directed path from Cg to any other CRP
component Cy, with k € [K]\ {#}. This condition is trivially satisfied if the system has a single CRP
component (i.e., K =1).

It is worth noticing that according to Theorem 2 the only information that is needed to compute the
scaled steady-state mean waiting times in heavy traffic is the aggregated structure of the matching M
in terms of CRP components and its DAG and topological orders together with the vector of scaled
capacity slack ¥ = (71,72, ...,7k). The more granular information about the specific compatibility
structure between service classes and servers or the average arrival rates A and service capacities u do
not affect the computations of the waiting times. This is a key observation for the purpose of deriving
optimal service menus as it simplifies the representation of the vector of limiting scaled waiting times
that can be implemented. This motivates the following definition.

Definition 5. (Implementable Waiting Times) Given a collection C = {Cy,Cs,...,Cx} of CRP
components and a cumulative capacity slack |a| > 0, we say that a vector of limiting scaled waiting
times W = (W1, Wa, ..., W) is implementable if there exist a DAG in C and a vector of scaled
capacity slacks ¥ = (1,72, - - ., Vi) with || = |a| such that Wy, is equal to W(ck in (7) for all k € [K].
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In general, characterizing the set of implementable waiting times is challenging given the underlying
combinatorial structure in (7). Proposition 2 below characterizes a special class which will prove useful
later in our derivation of optimal service menus. The distinguishing feature of this class of waiting
times is that they can be implemented using a chained DAG.

Definition 6. (Chained DAGs) A DAG on C = {C4,C,,...,Ck} is chained if there exists a partition
{€1,61,...,6L} of C such that the permutation ¢ = (0(1),0(2),...,0(K)) induced by any of its
topological orders satisfies: 0= 1(j) < o~ 1(i) if and only if there exist {1,y € [L] with {1 < {3 such that
C; € ngl and Cj S %2_

Figure 4 illustrates two examples of a chained DAG over a collection of nine CRP components. For
panel (a) on the left panel, L = 6 and €, = {Ca}, 6 = {Cy4}, 65 = {C1,Cs,Cr}, €4 = {C5,Cs},
%5 = {(Cg} and Cg@ = {(Cg}

Figure 4: Two examples of chained DAGs over nine CRP components.

In the statement of the proposition, we donate by (W(1), W(a), ..., W(k)) the vector of order statistics
of (Wl, WQ, e ,WK)

Proposition 2. Suppose W = (W1, Wa, ..., Wk) satisfies 1/|a] = W1y < Wig). Then, W is imple-
mentable by a chained DAG.

From Corollary 1, we can interpret the condition in Proposition 2 as requiring W to be the limiting
scaled waiting times of a DAG containing a CRP component that achieves complete resource pooling.

3.3 Matching Probabilities under Heavy Traffic Equilibrium

While the problem of computing waiting times under a FCFS-ALIS service discipline simplifies signifi-
cantly under heavy traffic conditions, computing the matching probabilities p;; remains computational
challenging due to the underlying combinatorial structure of the state-space of the system (see Adan
and Weiss, 2014). Caldentey et al. (2009) and Afeche et al. (2021) identify a special class of topolo-
gies (including spanning forests and complete and quasi-complete graphs) under which the matching
probabilities can be computed efficiently. Specifically, for a given menu M = [m;;] in this class of
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topologies, the matching probabilities p;; can be computed solving the following quadratic program:

mln Z Z m,] pw (QP)

i€n] j€[m
subject to Z )\i mijpij = Py Vi € [m],
i€[n]
Z Myj Dij = 1 Vie [m},
JES;

pij 20 VY(i,j) € [n] x [m].

In general, however, the QP formulation only provides an approximation to the actual FCFS-ALIS
matching probabilities (see Afeche et al., 2021 and Fazel-Zarandi and Kaplan, 2018 for detailed nu-
merical experiments) and, to the best of our knowledge, it is still unknown whether there exists
a computationally efficient method to determine the exact matching probabilities for an arbitrary
matching topology.

In what follows, we will proceed with our analysis using the QP formulation to compute the matching
flows. The following facts about an optimal solution to (QP) are proven in Afeche et al. (2021).

Proposition 3. Let M be an admissible menu in heavy traffic, i.e., M € M. Then,

1. The quadratic program in (QP) is feasible and admits a unique optimal solution p*(M).

2. A feasible matriz of matching probabilities p(M) = [p;;(M)] is the optimal solution to (QP) if
and only if there exist multipliers (w;, j € [m]) for the first set of constraints and (n;, i € [n])
for the second set of constraints satisfying the KKT first order stationarity conditions:

pii (M) = maxip; (i +wj), 0}, V(i) : mi; = 1.

The second property is particularly useful because it allows for a simple encoding of the constraints
imposed by the QP formulation® on the matching probabilities.

3.4 Heavy-Traffic Equilibrium

For a given admissible menu in heavy traffic M € M\, we are interested in identifying a limiting
equilibrium, as € | 0. To this end, we introduce the notion of a heavy-traffic equilibrium.

Definition 7. (Heavy Traffic Equilibrium) For a given admissible menu in heavy traffic M € M\,
we say that (G* W*,ﬁ ) is a heavy traffic equilibrium if there exists a vector ¢* € RI®X" such that
q+ egb* € Q for all e > 0 and the following two conditions are satisfied:

(a) Heavy Traffic Limit: W = lime o W(e)(cj* + €¢*) and p* = limeyo ) (G* + ¢ o).
(b) Best-Response: For all 8 € © and for all i,k € [n]

@i (Ua(W*,5%) = Un(W*.5%)) > 0.

$Which is an approximation for the FCFS-ALIS requirements that we need to impose on p = [pij]-
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We let @*(M) be the set of all strategy profiles ¢* for which there exists a heavy traffic equilibrium
(@, W=, p%).

For the notion of a heavy-traffic equilibrium to be of any practical interest, we would like to be able to
map it back to some concrete equilibrium in the pre-limit. The following proposition formalizes this
requirement by showing that we can always view a heavy-traffic equilibrium as the limit of a sequence
of e-equilibria in the pre-limit, as € | 0.

Proposition 4. Let ¢* € @*(M) for some admissible menu M € M in heavy traffic. Then, there
erists a sequence of strategy profiles (q(e))€>0 with corresponding steady-state waiting times W(€) =
{Wi(e) (q(e))}ie[n] and matching probabilities pl© = | S) (q(e))]ie[nLje[m} such that (¢, W) p) is a
A© _equilibrium profile for a sequence (A(E))e>0 that satisfies lim, | Al = 0.

Remark 3. A possible shortcoming of the definition of a heavy traffic equilibrium in Definition 7 is that
the sequence of strategy profiles {q(e)}e>0 that defines a heavy traffic equilibrium is not required to be a
sequence of pre-limit equilibria. Thus, it is possible that a heavy traffic equilibrium is not the limit of any
sequence of pre-limit equilibria. Proposition 4, however, guarantees that the strategy profiles {q(ﬁ)}€>0 are
e-equilibria in the pre-limit and so the incentives that customers have to deviate from the strategy q©
become negligible as ¢ | 0. ¢

The definition of a heavy-traffic equilibrium highlights an important feature of our asymptotic analysis
of an equilibrium. Namely, to characterize a heavy traffic equilibrium it is not enough to identify the
limiting strategy ¢* but we must also specify the direction qg* of convergence. The reason is that the
limiting vector of steady-state waiting times W* is not just a function of ¢*but also of ¢*. We illustrate
this point with the following example.

Example. Consider the system in Figure 5 with two customer types (|| = 2), two servers (m = 2)
and two service classes (n = 2) each served exclusively by one of the servers. The arrival and service

rates in the € system are given by a9 = A —ae = (2,1) — (1,0)€ and p = (u1,p2) = (1,2),
respectively. Customers of type 1 prefer server 1 over server 2 (i.e., Vi1 > Via) while the opposite is

true for customers type 2 (i.e., Va1 < Vaa).

Class 1 _
al? =2 — € 3G ol = o @ A =1 (26 +05)c + o9 :D]_.@m—;l
N

X
Te Class 2 _
(©) _ =1 N M) =2+ (20-05)e+o(0 p2 =2

Qg = 1 == Choice ,. > =«

Figure 5: Example with two customer types, two service classes and two servers.

For the given values of the arrival and service rates as well as the preferences of the customers, it should
be intuitively clear that an equilibrium strategy ¢'© for the ™ system takes the form qé;) =1- QQ€1) =1
and qgg) =1- qﬁ) = 0.5+ ¢pe+o(e) for some scalar ¢ such that || < 1/4 (this condition ensures that
the queueing system is stable for € > small enough). The strategy profile ¢ converges, as e ] 0, to §*
given by 47, = 4is = 1/2 and 59 = 1 — ¢35, = 1. Thus, in the limit, half of type 1 customers are served
by server 1 and all type 2 customers are served by server 2.
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Since each service class behaves as an M/M/1 queue, the scaled steady-state waiting times in the €™
system are given by

1
05—2¢+ O(e)

(O (o _ 1 ' (©
Wi (q )_0-5+2¢+O(e) and Wy "(¢'9) =

It follows from the above that to characterize the limiting value of the waiting times the limiting strategy
§* is not enough, and the direction ¢ of convergence of the strategy profile ¢\9 is necessary. To pinpoint
the precise value of ¢ that will ensure that ¢* is a heavy traffic equilibrium we must impose the best-
response condition in Definition 7. In this example, customers type 1 randomize between service classes
1 and 2 and so they must be indifferent between them. It follows that

() Vii — Vio

(o

161%1 (W1

Letting = (Vi1 — Vi2)/d, we get that choosing
2 — /442
43

ensures that §* is indeed a heavy traffic equilibrium in the sense of Definition 7.

¢ =

3.5 Pareto Improvement and Chained DAGs

Consider an admissible menu in heavy traffic M € M with a heavy traffic equilibrium (¢* W* p*)
and let C = {Cq,,...,Cg} be its corresponding collection of CRP components. Our next result shows
that under fairly general conditions we can always find another menu with a heavy traffic equilibrium
with the same collection of CRP components that (weakly) Pareto dominates (¢* W, pY).

Proposition 5. Consider an admissible menu M € M with a heavy traffic equilibrium ((j*,w*,ﬁ*)
and CRP components C = {Cy,...,Cg}. Denote by W\Ck the limitmg Scaled waiting time of component
Cy, for k € [K] and assume (after relabeling if necessary) that W(C1 < W@Z << W@K Suppose that
1/]a| < W(c1 < W(CQ, then there exists a menu M' € M with a heavy tmﬁ% equilibrium (A*,W’,ﬁ*)
with the same set of CRP components C and such that W < W Furthermore, in this new equilibrium
the CRP components in C are connected through a chained DAG (see Definition 6).

Proposition 5 is significant as it reveals that for the purpose of finding an optimal service menu we
can essentially restrict ourself to menus that induce a heavy traffic equilibrium with CRP components
connected by a chained DAG. We will take full advantage of this property in Section 6, where we study
the class of Partition service menus. We also note that we can extend the result in the proposition to
include the degenerate case 1/|a| < W(cl = Wcﬂ. In this case, however, we can only show that for
any € > 0 (small) there exists a e-heavy-traffic equilibria with the same CRP components connected
by a chained DAG that (weakly) Pareto dominates (g*, /W*, p*).

TRecall that by Corollary 1 the case 1/|a| = Wq:l = /Wcz is not possible.
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4 Service Menus with Two Servers

In this section we illustrate the heavy traffic analysis in the context of a system with two servers (i.e.,
m = 2). In this setting, we are able to obtain a complete solution and derive a number of insights
that we will use later to analyze the general case with an arbitrary number of servers. The two-server
model is also worth studying in its own right as it provides a parsimonious framework that allows
for a non-trivial segmentation of service (e.g., high vs. low quality). We note that it is possible to
analyze the two-server model under non heavy traffic conditions with a fair amount of detail, however,
the analysis does not extend in any useful way to the general case with m > 2. For completeness,
in Appendix B we characterize consumers’ equilibrium strategy profiles for the two-server case under
general traffic conditions.

Before we begin studying the possible menus and their equilibria, it helps to establish some benchmarks
for what performance one might aim for along the dimensions of average waiting time and matching
reward, respectively. Looking first at average waiting time, it is quite straightforward to see that one
can not expect an average delay smaller than that of a single server queue with service rate equal
to the total service rates of the m servers, and the arrival rate equal to the total arrival rate of the
customer types. Under heavy-traffic, we denote this ideal scaled delay as W ;.

Wmin - m

(8)

(Recall that |a| = Y y.g as is the aggregated capacity slack.) Next, turning to matching reward, the
following max-flow linear program solves the matching that a central planner would like to implement
if she had complete control over the assignment of customers to servers and were only concerned with
maximizing matching rewards.

V max 1= Mmax ngj Vp; subject to ngj = Ay, V9 € © and ngj =u;, j=1,2. (9)
6,5 J 0

It thus follows that V... is an upper bound on the cumulative matching value that can be achieved
by any menu in equilibrium.

We now consider the space of admissible menus. With two servers, there are three possible service
classes, namely, Class 1 served only by server 1, Class 2 served only by server 2, and Class 3 served
by both servers. With these three classes available, the service provider can offer one of the following
five admissible service menus (see Figure 1):

e DEDICATED MENU (D), in which Classes 1 and 2 are offered,

e SINGLE-LINE MENU (SL), in which only service Class 3 is offered,
e FuLL MENU (F), in which all three classes are offered,

e N; MENU, in which Classes ¢ and 3 are both offered, for i =1, 2.

When there are only two servers, we can index the customer types according to their relative preferences
over the two servers. Specifically, we order the customer types {601, 02, ... ,9|@|} such that AVp, < AVp,
for all 1 <i < j <[0O|, where AVp, = Vg — Vp,. Let us define the subsets O := {0 € [0]: AVy =0},
©1:={0 € [0]: AVy <0}, O3 := {0 € [0]: AVp > 0} so that customers in Oy are indifferent between
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the two servers while customers in ©; strictly prefer server ¢ = 1,2. We also define 4; := E%@i Ay to
be the limiting arrival rate of customers in ©;, for i = 0,1, 2.

To fix ideas and notation, let us assume that the capacity of server 1 is insufficient to serve all customers
who strictly prefer server 1 over server 2, i.e., A1 > p1. The case Az > us9 is of course equivalent after
relabeling the servers. The case A; < pu; for i = 1,2 is discussed at the end of this section in Remark 4.
Finally, the boundary case A; = u; for i = 1,2 can be analyzed using similar ideas and, for brevity, is

omitted.

Under the assumption A1 > u1, Figure 6 depicts an example of the performance of the heavy traffic
equilibrium of the five menus in the delay vs. reward quadrant. As we can see from the figure, we can

0.225
- Dedicated
L0 O S
=
<5
=
& 045 .
<
1
SO
D S
Single Line
Wiy prssssssssssssss n
0075 = - - —
o2 Vv o7 Vinea T2 Vi

Average Reward

Figure 6: Performance of the heavy traffic equilibrium for Dedicated, Single Line, Full, N1 and N2 menus. DATA: |©] = 5,
A=(1,1,3,3,2), a = (2,2,2,2,2), Vi = (10,10,5.1,9,2), § = 1, Vio = (2,8,5,10,4) and pu1 = 3, pio = 7.

split the five menus into two groups:

1. Delay Minimizing Menus: The Single Line and Ny menus achieve the minimum possible

average scaled waiting time, W ;..

2. Reward Maximizing Menus: The Dedicated, Full and N1 menus all lead to equilibria that
attain maximum possible matching reward, V... Furthermore, the equilibrium of the Full and

N7 turn out to be equivalent in heavy traffic.

To get some intuition about this segmentation of the menus, consider Figure 7 that summarizes the
heavy traffic equilibrium outcome for the five menus in terms of matching flows and corresponding
DAG of CRP components. Note that both the Single Line and the No menu induce a single CRP
component in equilibrium. For the Single Line this is trivially the case and for the Ny menu this
follows from the fact that A; > p1 and so there are enough customers who want to join class 3 to
ensure a positive flow from class 3 to server 2 in equilibrium. Thus, with a single CRP component,

Corollary 1 implies that customers’ average waiting time is minimized and equals W ;,. In terms of
matching rewards, however, the Single Line and No menus have different performance. On one hand,
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Dedicated Menu Single-Line Menu Full Menu N, Menu N, Menu

Class 1 : N ?1%55 ! Class 1 :
Class 2 C Class 3 :

Figure 7: Summary of the heavy traffic equilibrium outcome for the five menus in terms of matching flows and DAG of CRP
components.

Top Panel depicts the matching flows between the customer types and service classes indicate equilibrium strategies. Solid
(dashed) arrows between the service classes and servers indicate asymptotically non-negligible (negligible) flows.

Bottom Panel depicts the DAG that emerges in the heavy traffic equilibrium, where C3 denotes a CRP that includes
customer classes in C and servers in S.
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Cla
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the Single Line produces the lowest average reward (V,, in Figure 6) among all five menus, while
the Ny menu generates an intermediate reward value V.4 in Figure 6. To compute the value of V.,
note that in the Single Line menu all customers —irrespective of their type— are matched to servers in
proportion to their service rate, that is,

_ Ay ( 1 H2 )
Viin = — Vo1 + Vaa | . 10
9@26 |A| \ 1+ p2 o H1 + o o2 (10)

On the other hand, to compute V .4, we note that since the Ny menu induces a single CRP component,
the two service classes offered in Ny (namely, classes 2 and 3) have the same waiting time in equilibrium.
As a result, all customer types that strictly prefer server 1 join class 3 and all customer types that
strictly prefer server 2 join class 2. Customers who are indifferent between the two servers are also
indifferent between the two service classes since they have the same waiting time. However, the
assumption A; > py together with our ‘optimistic’ formulation (see Remark 1) imply that all these
indifferent customers join class 2 in equilibrium. It follows that

= Z Ag (11 Ay — Z Ap
Vmed ‘A| (Al ‘/91 + Al ‘/62 + |A’ ‘/92 ( )
0O, [ASSHEEH

Let us turn to the three reward maximizing menus: Dedicated, Full and N;. The common feature of
these three menus is that they all include service Class 1 and since A; > pi: (i) server 1 exclusively
serves customer types that prefer it the most, leading to reward maximization, and (ii) there is at
least one customer type in ©1 that must be indifferent between joining Class 1 and some other class.
It is precisely this indifference condition that pinpoints the heavy traffic equilibrium for these three
menus. In terms of the average delay experienced by customers in equilibrium, the Full and N; menus
produce the same average delay W .q, while the Dedicated produces an average delay W,..., with
Wiea < Wiae. This is an example of the Pareto improvement described in Proposition 5, since the
DAGs of Full and N1 menu can be seen as chaining the CRP components of the Dedicated menu.

The following proposition summarizes the performance of the heavy traffic equilibrium for each of the
five menus.
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Proposition 6. Suppose that Ay > u1. Then, the performance of the heavy traffic equilibrium, in
terms of average waiting times and matching rewards, for each of the five menus is given by:

Dedicated N Full Ny Single-line
Avg. Waiting Times W inax Wied | Winea | Wiain W inin

Avg. Matching Rewards V max Viax | Vmax | Vimed V min

SUCh that Wm'm S Wmed S Wmaac and szn S Vmcd S Vmaz' The ’Ualues Of Wmin} Vmi,n) Vmed and
V mae are derived in equations (8)-(9) and the values of W,..and W,,.. are derived in the proof of the
proposition in equations (A5) and (A4), respectively.

Let us conclude this section with the following two remarks.

Remark 4. (First Best Menu). There are two cases in which the service provider can achieve a first
outcome, namely, W ... delays and V.., rewards:

(i) Suppose A; = u; for either i = 1 or i = 2. Then, offering the N3_; menu achieves first best.
To see this, take for example the case Ay = pi, then we get from (11) that Vs =V, and
from Proposition 6 we conclude that the No menu Pareto dominates the other four menus as it
achieves the best performance in both dimensions (waiting times and rewards).

(ii) Consider the case A; < p; for i = 1,2, that is, when both servers have excess capacity to serve
the customer types that strictly preferred them. In this case, the Full menu is optimal as it
Pareto dominates the other four menus. To see this, note that the condition A; < p; implies
that a stable strategy is to have customers in ©; joining class i (for i = 1,2) and the indifferent
customers in O joining class 8. This strategy will naturally mazrimize average matching rewards.
Furthermore, in the heavy traffic regime, this strategy will induce a single CRP component and
so the average waiting time of each service class is the same. Thus, no customer class has
an incentive to switch to another class. As a result, a Full menu achieves simultaneously the
minimum average waiting time and the maximum matching reward and it is therefore optimal.

We also note that the equivalence between the Full and N1 menus does not hold anymore when A; < p;
for i = 1,2. In this case, the N1 menu does not produce mazimum matching rewards since some
customers in O will have to be served by server 1 in equilibrium. ¢

Remark 5. (Trivial CRP Components) In Figure 7, the DAG induced by the Full menu has a CRP
component (Cg which includes class 2 and no server. This anomaly happens because even though class
2 is offered there is no customers joining this class in the heavy traffic equilibrium. Note that despite
the fact that there is no flow of customers joining class 2, we still need to assign a waiting time to this
class to enforce equilibrium conditions. Caldentey et al., 2022 provide a detailed discussion of how to
compute the waiting time of these trivial CRP components in heavy traffic. ©

5 First Best Menus

We saw in our discussion of the two-server case that it is sometimes possible to offer a service menu
that achieves a first best outcome, that is, maximum possible matching values and minimum possible
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average waiting times simultaneously (see Remark 4). In this section, we investigate conditions under
which a first best menu exists in a system with an arbitrary number of servers. To this end, we find it
convenient to first discuss two special menus, namely the Single Line (SL) and Dedicated (D) menus,
which exhibit extreme and contrasting performance in terms of matching rewards and waiting times.
While a Single Line menu minimizes waiting times at the expense of matching values the opposite is
true for the Dedicated menu. This is illustrated in Figure 6 for the two-server case.

5.1 Single Line Menu

In the Single Line menu the service provider offers a single service class which is served by all servers.
This is the simplest and most common service configuration used in practice in which all m servers
serve a single service class. By Corollary 1, the Single Line exhibits complete resource pooling and
therefore minimizes average waiting times in heavy traffic, Wst =1 /la|. Thus, it is an optimal menu
when the service provider is interested in minimizing customers’ average waiting times exclusively (i.e.,
¢ = ). However, as we saw in the two-server model, the Single-Line menu is not Pareto optimal in
general. Actually, our next result reveals that while the Single-Line menu minimizes waiting times, it
also minimizes average matching rewards.

Theorem 3. For any an admissible menu in heavy traffic M € M and any heavy traffic equilibrium
strategy profile ¢* € Q*(M) under M, let V(M,G*) be the average matching rewards under the pair
(M, q*). Let also V™" be the average matching reward under the Single Line menu. Then,

V< V(M, ).

The key limitation of the Single Line menu is its inability to customize the matching between customers
and servers since all customers are essentially treated equally. This raises the question of how to design
a menu that maximizes customer’s rewards among all menus that have an equilibrium with a single
CRP component. We will return to this question in Section 7.2.

5.2 Dedicated Menu

In the Dedicated menu each server operates independently serving its own service class. In other words,
the matching topology M” = [m}] € {0,1}*™ of the Dedicated menu satisfies mp; = 1(i = j). In
contrast to the Single Line menu, the Dedicated menu has no resource pooling but offers full flexibility
to match customers to servers, and in Theorem 4 below we show that this matching flexibility is
actually maximal. To this end, let us consider the following max-flow problem for system ¢, which is
central to our characterization of first best menus:

V9 = max Z fé;) Vo, (Max-flow)
fg(?ZO 9,7
subject to Z fe(;) = ozée) V0 € [©], (flow balance)
J
ST a) <w Vj € [m], (capacity)
0
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(€)

where fe(? represents the flow of customers type # served by server j. We note that the value of V
corresponds to the maximum average matching reward that a central planner can achieve if she has
full control on how to match customers to servers. It follows that V(e) provides an upper bound on the
maximum matching reward that the service provide can get from any equilibrium. Interestingly, our
next result shows the Dedicated menu achieves this upper bound asymptotically. In other words, the
Dedicate menu is an optimal menu if the service provider is completely insensitive to waiting times
(i.e., ¢ = 0). This is interesting because customers’ equilibrium strategies still depend on the waiting
times of each service class, and so even if { = 0 the service provider cannot simply disregard the effect
of waiting times on the overall performance.

Theorem 4. Let V) be the matching value of an equilibrium for the Dedicated menu for system e.
Then, V(e) -V = O(e), i.e., the Dedicated menu asymptotically maximizes average matching value
in heavy traffic.

PROOF SKETCH: Since some elements of the proof are quite insightful and useful for the discussion that
follows, we provide a quick proof sketch here and defer a full version to the Appendix. First, let us introduce
the dual variables née) for the flow balance for customer type 6, and w](e

server j. The dual problem to (Max-flow) is

) for the capacity constraint for

e )n;gn © Zag 7]9 ) + Zu] je subject to née) + w§€) > Vo Vo, j. (Dual-Max-flow)

The main idea is to show that any equilibrium strategy ¢() € Q*(M™) for the Dedicated menu (which

exists due to Theorem 1) induces a vector of flow rates from customers to servers, fe(;)(q(E)), that can
be used to construct a feasible dual solution such that approximate complementary slackness holds in the

(,uj — Z fé?) wj(.e) = O(e), and (née) + w( ) f 0,
0

for all @ and j, which then guarantees that fe(;) is approximately optimal for (Max-flow) with an O(e)
additive suboptimality, which vanishes as € | 0.

following sense:

In particular, given that the expected waiting time at queue j under fé equals W =1/(p5 =9 fé;)),
we define for all j € [m] and 6 € ©,

w;© = (5Wj(e) and 79 = mex {ng — Wj(e)} (12)
as a feasible dual solution. By the definition above, née) is in fact the utility of type 6 customers. To
see the intuition behind why complementary slackness holds, the first set of conditions follow from the
definition of wj(e). For the second set, since under any equilibrium, fe(;) > 0 only if Vp; — w](-e) > 17(56), exact
complementary slackness holds for the second set of conditions. ([l

Remark 6. As we alluded to in the proof sketch, the optimal dual variables of (Max-flow) (for
the limiting case € = 0) have the following interpretation: w; denotes the limiting scaled mean delay
disutility for server j under the Dedicated menu, and ng denotes the average utility of customer type
0 under delay disutilities {w;}. However, the dual solution is only determined up to a translation; for
any 7, (ng + 7) and (w; — 7) are also an optimal dual solution. Therefore without loss of generality,
we can assume minj w; = 0, so that the true scaled delay disutility for server j is 5Wj = wj + wo for
some wy.
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Our next somewhat surprising result generalizes Theorem 4 in the sense that any menu M which
includes the Dedicated menu as a sub-menu also maximizes the average matching value.

Theorem 5. Let M be any service menu which includes the Dedicated menu as a submenu. That

is, for every server j, there ewists a service class i(j) such that m;;) ; = 1, and my;) j = 0 for any

(4):3
j' # j. Then the menu M attains the mazimum matching reward under any heavy-traffic equilibrium.

5.3 Necessary and Sufficient Conditions for First Best Outcomes

From the performance of the Single Line and Dedicated menus we have that for a menu to achieve first
best it must simultaneously induce an equilibrium with (i) a single CRP component and (ii) matching
flows that coincide with the solution of the (Max-flow) problem. In this section, we use this insight
to identify necessary and sufficient conditions for a first best outcome to be achievable.

Theorem 6. (Necessary Conditions) If the service provider is able to achieve a first best outcome,
then there exists a solution to (Max-flow) with € = 0 such that the following two conditions hold:

1. The arcs associated with strictly positive flows form a connected graph.

2. Every customer type weakly prefers their matching outcome to that of any other customer type.

A proof of this theorem can be found in an appendix, we will briefly provide some intuition here. If
a first best outcome can be achieved, then the flows between service classes and servers must form a
connected graph to support a single CRP component. This implies that the flows between customer
types and servers must also form a connected graph. Similarly, since a first best outcome necessarily
achieves the maximum possible matching values, we know that the flows between customer types and
servers (via the service classes offered) must also be a solution to (Max-flow). Since the flows form
an equilibrium, we know that no customer type prefers the matching outcome of any other customer

type.

One circumstance in which it is not possible to satisfy these conditions is if the solution to (Max-flow)
is such that every server j has some customer type 6 that is only being served by server j, and there
are no indifferent customers. This might occur if there is an agreed upon ranking over servers between
customer types, and the arrival rate of each customer type is less than the service capacity of each
server. In this case, the only way to achieve a maximum reward outcome is to offer the dedicated menu
as a sub-menu. However, if the dedicated menu is being offered as a sub-menu, if service times are
equal across service classes, all customer types will want to join the service class being served by their
most preferred server. So there is no equilibrium in which the (Max-flow) rewards and minimum
average delays are achieved simultaneously.

Next, we provide sufficient conditions for a first best outcome to be achievable.

Theorem 7. (Sufficient Conditions) The service provider is always able to achieve a first best outcome
if there exists a solution to (Max-flow) with e = 0 such that the following to conditions hold:

1. The basic feasible activities induce a connected tree

2. Every customer type weakly prefers their matching outcome to that of any other customer type.
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The menu that achieves the first best outcome is the menu in which there is a single service class for
each customer type, and that service class consists of all of the servers that they are connected to in
the Max Flow solution.

As the proof of this theorem is straightforward and intuitive, we include it here.

Proof. To see that these conditions are sufficient, we can consider what would happen if the proposed
menu were offered. Since the flows form a connected tree, we know that these flows are those that
would be achieved if this menu were to be offered, and each customer class were to join their assigned
service class. As the resulting graph is connected, we know that a single CRP component is achieved,
and hence minimum possible expected waiting times occur. Because each customer type weakly prefers
their own matching outcomes to that of any other customer type, and waiting times across service
classes are equal, it is an equilibrium for each customer type to join their assigned service class. [

This also provides some intuition as to why the conditions stated in Theorem 6 are not sufficient.
Should the flows associated with the feasible activities form a graph with cycles, we cannot guarantee
that the flows can be achieved by any particular menu as we can should the flows form a tree.

One way that these sufficient conditions can be satisfied is to have ‘enough’ indifferent customers in
the system. By this we mean that there is some mass of customer types who have strict preferences
between servers, and some mass of customers who are indifferent between pairs of servers. If there is
enough service capacity so that all customer types with strict preferences can be served by their most
preferred servers, and an ordering of servers so that for every pair of servers (j,j+1) forj =1,...,m—1
there is a customer type who is indifferent between servers j and j + 1, then the sufficient conditions
will be satisfied.

6 Partition Menus

In the previous section we identified conditions under which there exists a menu that achieves first best
outcome. In general, however, first best cannot be achieved and an optimal menu must appropriately
balance the trade-off between waiting times and matching rewards. In this section, we investigate this
trade-off by restricting ourselves to the study of a special class of Partition menus in which the set of
servers is partitioned into K pools & = {Si,...,Sk} for some K € [m]. We will consider two classes

of partition menus.

e PURE PARTITION MENUS: These are menus in which each partition of servers Sj, is dedicated to
serving exclusively a single service class, say Cr. The left panel in Figure 8 depicts an example of
a pure partition menu with four customers classes and five servers. In this example, servers are
partitioned into two sets S1 = {1,2,3} and Sz = {4,5} with all servers in partition S; serving
exclusively service class i, for : = 1, 2.

It is worth noticing that in heavy traffic, a partition menu consists of K disconnected CRP
components C = {Cy, Cy,...,Cg}, with Cy = (Cg, Sk).

e CHAINED PARTITION MENUS: These are modified pure partition menus with some additional
connectivity among the CRP components C = {Cy,Cy,...,Cx} so that the underlying DAG
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has a chained structure (see Definition 6). Thus, every chained partition menu has associated an
underlying pure partition menu that defines it. For example, the right panel in Figure 8 depicts
a chained partition menu associated to the pure partition in the right panel that includes a link
(dashed arc) connecting C; to Ca.

Pure Partition Chained Partition
_' ——TClass 1 C _' _
—& —&

—& —&
~>-—~ Cs ~>-—

Figure 8: Example of pure partition and chained partition menus with two partitions of servers S; = {1,2,3} and S» = {4, 5}.

While restrictive, partition menus have a number of desirable properties from a practical standpoint as
they are easy to explain to customers and require limited scheduling coordination among the servers.
For instance, in a pure partition menu each server can manage FCF'S requirements by tracking a single
service class and customers only need to know their queueing position in a single line to assess their
service status. In addition, by varying the numbers of partitions and their composition, partition
menus offer a fair amount of flexibility that the service provider can use to trade-off matching rewards
and waiting times. For instance, two notable examples of partition menus are the Single Line and the
Dedicated menu discussed in Sections 5.1 and 5.2, respectively.

6.1 Pure Partition Menus

Let us fix a partition S = {Si,...,Sk}, with all the servers in partition Sj serving a unique service
class Ci. It is easy to see that each pair Cp = (Ck,Sk) corresponds to a different CRP component
in any heavy traffic equilibrium. In this setting, a strategy profile can be represented by a matrix
q = [gox], where gy is the probability that a type 6 customer joins Cy. Moreover, since each service
class Cy, is served exclusively by the servers in S, the limiting matching probabilities p of any heavy
traffic equilibrium must trivially satisfy pr; = 1(j € Sg) pj/ps,, where ps, == > jes, M- It follows
that the average limiting reward that a type € customer gets from joining service class Cj equals

o wi Vgi
Vo= 3 120,
JES, Sy,

It is not hard to see that a pure partition menu with servers’ partition S = {Sy,...,Sk} behaves, in
the heavy traffic limit, as the Dedicated menu in which each partition of servers Sy acts as a ‘super-
server’ with capacity ps, and with a matrix of matching rewards V = [Vgi] between customers types
and super-servers. With this interpretation, on can show that Theorem 4 extends to this case in a
relatively straightforward fashion. Specifically, consider the following modified version of the max-flow
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problem parameterized by the partition S:

VESE) NG Zfak Vg subject to Zfak = % and Zfél? < My (13)
for 20'g o

where fél? represents the flow of customers type 6 joining service class Cx. As in the case of the

Dedicated menu, VS) provides an upper bound on the maximum matching reward that the service
provide can get from any equilibrium under the pure partition menu S.

(€)

Corollary 2. The average matching value Vg~ of any equilibrium for the pure partition menu with

server partition S satisfies Vf;) — Vs(ﬁ) = O(e).

According to the previous result, all equilibria associated to the pure partition menu with partition
S generate the same matching value Vs := ming Vf;), in the heavy traffic limit. Under the following
assumption on the max-flow problem (13), the limiting scaled waiting time of the pure partition menu
is also uniquely determined.

Assumption 1. The solution to (13) with € = 0 is unique, and the basic feasible activities (that is,
the edges (0, k) with fgr, > 0) induce a connected tree.

Assumption 1 is quite mild. For example if one were to generate a random instance of the service
system by sampling the valuations Vj; from non-atomic distributions then the maximum flow is unique
with probability 1. Similarly, if either the arrival rates Ay or the service rates 1; are randomly sampled
from non-atomic distributions then the maximum flow forest is a connected tree with probability 1

Under Assumption 1, the limiting mean scaled waiting times of all service classes in the pure partition
menu are determined up to an additive constant. This is because a customer type 6 randomizing
between service classes Ci and Cps must be indifferent between them, and hence it must be true that
Vor —(5Wk =Vor —(5/W7k/. The connectivity assumption then implies that knowing /Wk for some service
class yields the waiting time for all service classes. Recall from Remark 6 that we can express the
limiting scaled waiting times Wk in terms of the dual variables wy for the service capacity constraints
n (13). Specifically, there exist a vector of dual variables {wy} with ming wy = 0 and a scalar wp such
that 0 /Wk = wi + wo. We use this representation in the next proposition to derive the precise waiting
times under a partition menu.

Proposition 7. Suppose Assumption 1 holds and let {wy} be a vector of dual variables for the service
capacity constraints in (13) such that ming wy = 0. Then, the limiting scaled mean waiting times for
the pure partition menu are given by Wi® = (wy + wo)/6 where wy > 6/|al solves:

K
Zwk—i—wo N ‘

k=1

We omit a formal proof as the intuition is simple: Under the pure partition menu, each service class
Ci behaves asymptotically in the heavy traffic limit as an independent M/M/1 queue with service
capamty ugk Thus a limiting scaled mean waiting time of Wk implies lim,o(us, — )\ ) Je=1/ Wk,
where /\ Ze ) is total arrival rate at service class Cy. Further, lim, 10225 (1s, — /\ ) /e = |a| by
the heavy traffic scahng in (3), which provides the necessary condition to pin down wy.
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6.2 Chained Partition Menus

Corollary 2 shows that pure partition menus maximize matching values for a given partition of servers.
At the same time, they do not allow any form of capacity sharing between partitions, and this can lead
to poor performance in terms of waiting times. To partially correct for this deficiency, we exploit the
result Proposition 5 and consider a modified class of pure partition menus by “chaining” the service
classes in increasing order of their waiting time. We refer to this class of menus as chained partitions.
Intuitively, while a pure partition menu results in a DAG with K disconnected CRP components
(where each partition of servers along with their service class are in a CRP component of their own), a
chained partition leads to a DAG which is a directed path (i.e., a single topological order), and allows
for capacity pooling across CRP components. A special case of this construction is the Ny menu in
Section 4, where the chaining is apparent in Figure 7 (see also the right panel in Figure 8).

Recall that Proposition 2 provides a characterization of a class of scaled limiting waiting times that
can be implemented in heavy traffic using a chained DAG. We take advantage of this result to derive
the waiting times of a chained partition menu under the following additional assumption.

Assumption 2. There exists an optimal vector {wy} of dual variables for the service capacity con-
straints in (13) such that 0 = W) < Wya)-

In the statement of the following proposition, we let S = {Si,...,Sk} be a fixed partition of servers
and Cj, the service class connected to all servers in S. We let Mg” denote the pure partition menu
defined by {(Cx,Sk): k € [K]}.

Proposition 8. Let Assumptions 1 and 2 hold and let {wy} be the optimal vector of dual variables
satisfying the conditions in Assumption 2. Without loss of generality, let us relabel the K service
partitions in such a way that 0 = w1 < wy < w3 < -+ < wg. Define a chained partition menu MEB by
extending the pure partition menu Mg® as follows: add a link connecting service class Cy, to any server
in partition Sgy1 for k = 1,..., K — 1. The resulting chained partition menu generates maximum
matching value V and has limiting scaled waiting times given by

= 1 = 1
W= — and WE=2%4 - k=2.. K
|al 6 |al
It follows from Proposition 7 that /VI?,SB = W,SB — WfB + ‘71” < W;B. Thus, from the prespective of the
service provider, the chained menu MS® (weakly) Pareto dominates the pure partition menu MS®.

We note that under the chained partition menu /WfB = 1/|a|, which by Corollary 1 is the delay under
a completely pooled system and the lowest delay possible for a service class under any menu.

6.3 Optimal Partitions

We conclude this section by developing a mixed-integer linear program (MILP) to find an optimal
chained partition menu. As these menus are constructed from partitions of servers, the number of
possible menus grows rapidly with the number of servers. However, many of these menus will be Pareto
dominated by others. The MILP formulation in Figure 9 assumes a fixed number K of partitions and
finds the optimal partition of servers S = {Si,...,Sk}. By varying the value of K from 1 to m we
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can find the optimal chained partition menu. We will also describe a process that uses the MILP to
identify the set of Pareto efficient chained menus.

The following are the main decision variables used in the MILP formulation:

-) my;: 1if server j belongs to partition S and 0 otherwise.

-) forj: flow of type-6 customers joining Cj, and served by server j.

-) for: flow of type-0 customers joining C.

-) Vaij: value that a type-f customer gets from joining class Cj, and service from server j.
-) Vpi: average value that a type-6 customer gets from joining class C.

-) wg;: waiting time experienced by a customer who joins Cj, and get served by server j.
-) wg: waiting time experienced by a customer who joins Cy.

OBJECTIVE:
VP = max Z forj - Voj — CZMjij (14)
0kj kj
CONSTRAINTS:
Server assignment: kaj =1, kaj > 1. (15)
k J

Enforcing max matching value: 15 + 6wy > Vg, Zf%j Vo = ZAgng + 52#3‘”1@ (16)
Okj 0 kj

Waiting time within partitions: wi + (mij — )M < wij < wy, Wiy < my M. (17)

Customers’ valuation for partitions: Vg, + (myg; — )M < Vigg; < Vo, Vor; < mi;M, (18a)

Z i Vorj = Z Mt Voy- (18b)
J J
Flow balance: Z for = ap, Z forj < . (19)
k 0k

Auxiliary flow constraints: fori + (mig — )M < gorji < forjs 9okt < mug M, (20a)
for + (mig = )M < gorj < for,  Gorj < my; M, (20b)
> Gowji - = Gowj - 1. (20c)

1

Non-negativity of decision variables
{for}, { forits {g0rs}s {90kt s {Vor ts {Vors}s {wr b, {wr;} >0 and  {my;} € {0,1}. (21)

Figure 9: MILP for finding the optimal partition menu with K partitions.

The key idea in this MILP is that since a chained partition menu acts like a chained-dedicated menu
on super-servers, we can use simultaneously the primal and dual constraints corresponding to max-
flow problem in (13) to ensure that customer arrival rates are consistent with an equilibrium strategy
profile. As mentioned in Remark 6, the dual variables wy can be interpreted as waiting times for the
service classes. This means that by incorporating the dual constraints and dual variables into the
MILP, we are able to include both the matching values and the waiting times of the service classes
into the objective function. This is captured in the set of constraints (16).
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For a given value of {, we can solve the MILP to find the optimal maximizing chained partition menu.
In addition, we can use the MILP to generate a Pareto frontier within the class of partition menus
using standard multi-objective optimisation techniques for two objectives. We refer interested readers
to Marler and Arora (2004) for a review of such methods.

7 Tailored Menus

In the previous section, we approached the problem of menu design by optimizing over the class of
partitioned service menus in which each service classes has associated a unique and disjoint set of
servers. In this section, we take an alternative perspective and use a mechanism design approach to
tackle the problem of finding efficient menus. Specifically, we consider the class of Tailored menus
for which n = |©| and every customer type is assigned! a single service class in equilibrium. A key
advantage of tailored menus over bundle menus is that they provide more flexibility to customize the
matching between customer types and servers. On the flip side, tailored menus are more complex to
design and possibly less practical from an implementation standpoint.

For brevity of exposition, we will focus on two special type of tailored menus: (i) those that maximize
value matching rewards and (ii) those that minimize waiting times.

7.1 Value Maximizing Tailored Menus

The results in Sections 5.2 and 6.2 establish that a chained Dedicated menu maximizes the service
provider’s matching value. However, this is menu has limited capacity pooling and therefore offers no
guarantee of providing a good performance in terms of waiting times. To address this limitation we
will formulate a MILP that minimizes waiting times over the class of tailored menus that produces
maximum matching value.

Formally, we begin by solving (Max-flow) (under € = 0) to obtain the flow [fp;], which we will assume
is unique and induces a connected tree by Assumption 1. Let S := {j : fp; > 0} denote the set of
servers with non-zero flow from customer type 6 in the maximum value flow. The menu design task
then is to partition Sy for each customer type 6 into service bundles specifically intended for 6.

We will use the following notation:

e By = 2%\ ) denotes all the non-empty subsets of Sp.

e For type 6, we call a set b € By a service bundle intended for type 6, and also use it to denote
the vector b = (b1,...,by) where b; = 1 if j € B and b; = 0 otherwise. Note that although
we associate bundle b with a subset of servers, each such bundle is also implicitly associated
with a customer type. Thus we can have one subset of servers S offered as two bundles, one for
customer type 0 and for customer type 6.

o Agy = >_; fojbj denotes the total arrival rate into bundle b (if offered) from customer type 6.

fThe notion of assigning a service class to each customer type should be understood in a implementation theory sense.
The idea is that by appropriately designing the service menu, the service provider can guarantee that self-interested
customers will end-up joining the service class that they are supposed to join.
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e For b € By, for any 6':
> fojbiV,
Agp

denotes the average value type 6’ obtains from type 6’s bundle b. Note that here we are assuming

Vo, =

that the flow from bundle b to the servers is consistent with the maximum flow f.

Note that given the maximum flow {fp;}, the above are constants which we will use in our MILP
formulation. We explain the decision variables and the constraints of the MILP briefly next:

Decision Variable:

-) yp, b € UpBy: These binary decision variables correspond to the possible service bundles for all
customer types. A value of 1 indicates the bundle is offered and 0 indicates it is not offered.

-) Wy, b € UpBp: These continuous non-negative decision variables correspond to the delay of
bundles measure in units of (dis)utility up to a translation so that min, W} = 0.
-) Up, 6 € ©: These continuous non-negative decision variables correspond to the utility of a type

6 customer (up to a translation).

-) W]’ , J € [m]: These decision variables correspond to the delay of server j (and thus of all offered
bundles containing server j), measured in units of (dis)utility and determined up to a translation.

OBJECTIVE:
W* = minz Z Ag,b . W@J,
0 beBg
CONSTRAINTS:
Feasibility of menu: Z bijyp = 1. (22)
beBy
Consistency of waiting times: Wi—(1—y)M <Wy, <W;+ (1 —yp)M, Wy <y,M. (23)
Utility for each type: Voo =Wy —(1—yp)M <Uy < Vygyp — Wy + (1 —yp) M. (24)
Incentive compatibility: Up >V — Wy — (1 —yp) M. (25)
Non-negativity of decision variables: W}, {W;},>0 and {y} € {0,1}.

Figure 10: MILP for finding tailored menu with minimum average delay under maximum total value constraint.

Constraint (22) ensures that for each customer type 6, a server j with fp; > 0 in the max value flow
solution is offered in exactly one bundle intended for #. Constraint (23) ensures that (i) the delay
disutility W} of any bundle b that is offered and contains server j equals the delay disutility WJ' for
server j and (ii) the delay disutility for any bundle b that is not offered is forced to 0 (so it contributes
0 to the objective). Constraint (24) ensures that the utility of a customer type 6 equals the utility
of any offered bundle b intended for 6. Finally, (25) ensures that the utility of type € is at least the
utility she derives from all offered bundles (which may or may not be intended for ¢’).
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The objective minimizes the total delay disutility. Let {b1,...,bs} be the bundles selected by the
MILP, so that without loss of generality we can assume that 0 = Wy, < W;, < .-+ < W, . Making a
similar assumption as used for Proposition 8, we can show the existence of a menu and an equilibrium
where the limiting scaled mean delay of bundle b is Wb = % + wj. In other words, the objective of
the MILP measures precisely the additional delay disutility compared to the minimum delay disutility
experienced under a single CRP matching system.

Note that for every customer type 6, we need to enumerate all 2°¢ bundles. Computationally this is
not prohibitive if in the maximum value tree, the degree of each customer type is small. In Section 8
we present results from numerical experiments based on the MILP in Figure 10.

7.2 Delay Minimizing Tailored Menus

According to Corollary 1, any menu that induces a heavy traffic equilibrium with a single CRP
component —such as the Single Line menu— minimizes customers’ limiting waiting times. In this
section, we discuss how to find a menu that maximizes matching values over the class of tailored menus
that support a heavy traffic equilibrium with a single CRP component.

Just like in the previous section, we will formulate this problem as a mixed-integer linear program.
Consider a menu M with |©| = n and let Vj; denote the average reward that a customer type @ is
expected to receive by joining service class i. Since, |©| = n, in what follows we will abuse notation
and refer to service class i € [n]| as the one targeted to customers of type i € ©. Similarly, we will
denote by A; the limiting arrival rate at class i € [n].

To ensure the incentive compatibility of the proposed menu, the service provider would like to design
the menu in such a way that (i) it induces a single CRP component and (ii) the following IC condition

is satisfied.
Vii > Vilw for all k£ € [n] (IC)

To formulate the service provider problem, we will rely on the quadratic program (QP) to approxi-
mate the steady-state matching probabilities for a given matching topology. Specifically, we propose
the mixed integer linear program (MILP)i presented in Figure 11 to identify the matching probabil-
ities that maximizes the approximated average reward under the (IC) condition and the single CR
requirement.

We explain the decision variables and the constraints of the MILP in brief next.

Decision Variables:

e m;j, (i,7) € [n] x [m]: These binary decision variables correspond to the matching topology.

e pij, (1,7) € [n] x [m] : These decision variables approximate the matching probabilities on edge
(4,7) under the matching topology {m;;} and FCFS-ALIS matching.

e i, (i € [n]);wj, (J € [m]);vij, ((4,5) € [n] x [m]) : These decision variables correspond to the dual
variables for flow balance constraints (26a), and non-negativity constraint for p;;, respectively,
and are used to enforce the KKT conditions for the quadratic program (QP). Recall that
the QP dictates that for some constants {n;}icin), {7 }jepm)» and {Vij} i j)em)xm) = 0, we have
p;kj = u;j(0; + 5 + vij) and fij - v5 = 0if my; = 1, and ;’; = 0 otherwise.

#This MILP is an extension of the one studied in Afeche et al. (2021).
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OBJECTIVE:
V* = maxZAi *Pij - V%j
ij

CONSTRAINTS:

Approximate FCFS matching rates: KKT conditions of the (QP)

Z pij =1, Z fig = s pig < Zmij,  pij < Zzij, vig < (n+m+1)Y (1 25), (26a)
J€[m] i€[n]
i (0i + 5 +vig) — Z(1—myj) < pig < pi(0s + 5 +vig) + Z(1 —my; ), (26b)
1 1 1
where Y := 5 max { i Mmin} and  Z := Apax - fmax (Azm + = +(n+m+ 1)2Y>
Apax =max{A4;}, Anin = min{A;}, fmax = max{p;}, flmin = min {g;}.
i€[n] i€[n] Jj€lm] Jj€lm]
Enforcing incentive compatibility condition (IC): Z Vij (pkj — pij) < 0. (27)
j€lm]

Enforcing a single CRP component: n sets of constraints (indexed by k € C)

k k € k k
ZQZ(J) = Hj, Zgz(j) :Ai_ ’I’Li—l’ g,(q) :Ak+€ gz(j) mei,j, (28)
1€C jES
-1
where ¢ := H qi H q; and % = A;, % = p; are the rational number representations.

i€[n]  jE€[m]

Non-negativity of decision variables: {pij }: {vis }, {gl(jk)} >0 and {m;},{z;} €{0,1}.

Figure 11: MILP for finding a tailored menu with maximum reward rate under minimum average delay constraint.

e zj, (1,7) € [n] x [m]: The binary variable z; ; is used to enforce complementary slackness for
the non-negativity constraint p;; > 0: z; ; = 0 enforces p;; = 0 and z; ; = 1 enforces v; ; = 0.

o gi(]k), (i,4,k) € [n] x [m] x [n] : These n sets of flow variables (where the set is indexed by the
superscript k& € [n]) are used to enforce the single CRP (equivalently minimum average delay)
requirement. In words, the k*" set of variables corresponds to the adjusted flows when we increase
Ay by a small e, and reduce each A; for i # k by 5.

Constraints (26a)-(26b) are the flow balance constraints. The constants Y, Z ensure that the con-
straints impose the KKT conditions of (QP) for any matching topology M. These constraints and
the non-negativity of p;; imply:

i (0 + 75 +vig), mi =1,
Pij =
O, ms; = 0.

Constraints (26a) and non-negativity of p;; and v;; imply the complementary slackness constraint
fij - vij = 0. Constraints (27) ensures the IC condition V;; > V, for all 4,k € [n]. Finally, the proof
that the constraints (28) are necessary and sufficient to ensure that the matching topology M = [m;;]
induces a single CRP component can be found in Afeche et al. (2021).
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8 Numerical Experiments

In Sections 6 and 7, we presented two classes of service menus that the service provider can use to
design the service system, partition menus and tailored menus. In this section, we perform some
preliminary numerical experiments to explore for which preference structures the different approaches

perform better or worse.

We begin by showing plots of the performance of Pareto efficient partition menus and tailored menus
in the reward-delay quadrant for three particular instances of parameters. The customer valuations
for servers were generated using the distribution Vj; = 6 % j + N(0,0), where 6 and j take values
in [5]. Valuations are then translated so that min;; V;; = 0, and scaled so that max;; Vj; = 10. We
show results for 0 = 0,2, and 5, I' = [1,1,1,1,1], A = 5/18[2,5,1,6,4], and a = 1/5[1,1,1,1,1].
For comparison, we also show a bound on the performance of any menu using a linear programming
relaxation of the problem that assumes that the service provider is able to decide the delays and
matching rates for each customer type separately, and only the incentive compatibility constraints
need to be satisfied. Details of the LP bound can be found in Appendix C. These plots provide some
intuition about the relative performance of each menu. We will later show that this intuition applies
quite generally, and does not depend on the particular valuations used to generate these plots.
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Figure 12: Performance of different menus when Vp; = 6 - j + N(0,0) for o = 0,1,5 in the average reward vs. average
delay quadrant.

As we can see, the partition menus perform better relative to the tailored menus when there is
less noise. The delay minimising tailored menu performs better as the noise increases. The value
maximising tailored menu only performs better than some partition menus when noise is large.

Next, we compare the performance of the different mathematical programming approaches for different
values of (. Using the same valuation distributions and the same values of I, A, and a as we used
to generate Figure 12, we compare the performance of the chained partition menus and the tailored
menus. For ¢ =1 and ¢ = 5, we randomly generate 100 different instances of valuations, and report
the average performance across all the instances. For ¢ = 0, since there is no randomness, we only
have one instance, and so we report the performance of that instance directly. For each value of ¢
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and each valuation instance, we find the optimal partition menu. The tailored menus do not change
depending on (, only the objective function values do.

For each menu, we report the ratio

Vie — (Wip

That is, we are comparing the performance of each menu with that of the LP bound.

o 0 2 5

¢ 0 005025 05 [ 0o |005]02 | 05 ] 0 |005]02 | 05
CP ][ 1.000 [ 0.972 [ 0.864 [ 0.806 || 1.000 [ 0.986 [ 0.938 [ 0.911 [ 1.000 [ 0.986 [ 0.939 | 0.904
VM || 1.000 [ 0.972 [ 0.851 | 0.683 | 1.000 [ 0.986 | 0.909 | 0.773 || 1.000 | 0.987 | 0.919 | 0.812
DM | 0.828 | 0.826 [ 0.818 [ 0.806 | 0.909 [ 0.919 | 0.947 | 0.964 || 0.957 | 0.963 | 0.976 | 0.982

Table 1: Average performance of different menus when Vy; = 0 -5+ N(0,0) for o = 0, 1,5 relative to the LP bound.

These results show that the intuitions from Figure 12 hold true across many instances, as well as
providing some new intuition. For low values of (, the optimal partition menu performs at least as
well the tailored menus, and when there is no noise, the partition menu performs at least as well as the
tailored menus for all values of (. For high values of (, the delay minimizing tailored menu performs
at least as well as the partition menus and the value maximising tailored menus, regardless of how
much noise there is. The performance of the delay minimising tailored menu also improves relative
to the LP bound as the noise increases. The value maximising tailored menu only outperforms the
partition menus when noise is large, and ( is small.

9 Future Directions and Open Questions

In this work, we have taken the first steps towards studying the design of service systems with con-
gestion in the presence of strategic customers. A key message of our results is that more is not always
better — restricting customer choice is as important as offering richer service classes. On the construc-
tive side, we presented a mathematical programming approach to menu design. Our experimental
results demonstrate that menus with one service class per type is sufficient to find good menus. In
particular, there exist menus which achieve minimum average delay, and at the same time achieve
matching value quite close to the optimal. Such menus are appealing for two reasons (i) their simplic-
ity, and (ii) the ability to search within this space through a math programming approach.

Several challenging problems remain towards building a full theory of service menu design; we men-
tion a few. First, we saw empirical evidence that menus with one service class per customer type
are sufficient to approximate the Pareto frontier (for two very different reward structures) but lack
theoretical bounds. Second, we need a better characterization of the effect of reward structure on
the trade-off between matching value and delay on the Pareto frontier. An even simpler question is
the following: Given a reward matrix, what is the minimum loss in matching value necessary under a
single CRP constraint? This question is quite similar in spirit to the notion of price of envy-freeness
in the literature on envy-free cake cutting. Again, our experiments indicates this to be small, but it
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is possible to construct extreme examples where the matching value under a single CRP constraint
can be an arbitrarily small fraction of the optimal which makes our experimental results even more
intriguing. A third question is on non-uniqueness of equilibrium. We avoided equilibrium selection
problem via the notion of provider-preferred equilibrium, but menus with unique equilibria may offer
practical advantages such as robustness. Fourth, our results rely on the quasilinear structure of the
utility function and homogeneous delay costs. With heterogeneous delay costs, the value optimality
of the dedicated menu also breaks down. Extension to more general reward structures, or better yet,
menus which are robust to misspecification of utility functions is also an important and challenging
direction. Finally, the vast literature on design of price/lead-time menus relies on the achievable
region method queueing systems where the service provider has full flexibility to dynamically route
customers. A similar tool for FCFS-ALIS queueing systems could further expand the menu design
settings to which we can apply a mathematical programming approach.
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Appendix A: Proofs

PrOOF OF THEOREM 1: We will use Kakutani’s Fixed Point Theorem to show that a A-equilibrium
exists for A = 0 when |a] < |p|.

Theorem 8 (Kakutani’s Fixed Point Theorem). Let QQ be a non-empty, compact and convez subset of
some Euclidean space R™. Let F : Q — 29 be a set-valued funtcion on X with the following properties:

o I has a closed graph;

e F(q) is non-empty and convez for all q € Q.
Then F' has a fixed point.

We will apply Kakutani’s Fixed Point Theorem to a best response function F : Q — 29, which we will
now construct. In constructing the best response function F, it will be useful to extend our definitions
of Wi(q), pij(q), and Up;(q) to strategy profiles ¢ for which the system does not admit a steady state
under a FCFS-ALIS service discipline.

To do this, we introduce the concept of a reduced service system. Fix a strategy profile ¢, and let A7(q)
denote the arrival rate into the set I of service classes under ¢q. The strategy profile ¢ need not admit
a steady state distribution. Thus, we define .# C [n] as the minimal set of unstable service classes
and let _# = S(#) be the servers compatible with .# under menu M. That is, .# is the minimal set
satisfying V.7’ N .7 = ():
As(q) < ps(nn gz

where ¢ = [m]\ Z, and .# := [n] \ .#. The set .# is unique, and a non-constructive method of
identification is as follows: Let f* denote the optimal value of the maximum flow in the network with
nodes [m] U [n], maximum inflow into service node i of \;(¢) and maximum capacity of server node j
of pj. If for a service class i, there exists some ¢; > 0, such that the new maximum flow obtained by
increasing the inflow into service class i by €; is f* 4 ¢; then i € .#, otherwise i € .#.

The reduced service system is given by only keeping the service classes .# and servers _#. The menu
M+ is the submatrix of M with rows corresponding to service classes in .#, and columns corresponding
to #. We use A (q) to denote the vector of arrival rates for service classes .#, and I'/ as the service
rate vector for the servers in _¢. Note that the sets .# and _# are a function of the strategy profile
q. We will denote them by .#(q) and _# (¢) when this dependence is not clear from the context.

We now use this reduced system to define p;;(q) and W;(q) for arbitrary strategy profiles ¢ (potentially
for which the system is unstable), and the best response map. By definition, the reduced service
system (A7 (q),I'/,M”) is stable, and hence admits steady state mean waiting times which we
denote by W7 (q) for i € .#, and matching probabilities, defined to be pi{ (q) forie J,5€ ¢#. For
ie I, je J,wesetpij(q) = p‘g(q). For all other combinations of (7, j) € [n] x [m], we set p;;(q) = 0.
Similarly for i € .# we set W;(q) = W;” (q), and for all i ¢ .# we set W;(q) = oo.

With these extended definitions of p;;(¢q) and Wj(q), we can also extend the definition of Up;(¢) which
allows us to define the best response set of each customer type for any strategy profile q. Let By(q) be

the set of all service classes which maximize the utility of customers in class 6§ given strategy profile
q, that is,

Bafa) = {i €

i € argmax Uy (q) } .

)
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For any customer type 6 and any strategy profile ¢, let
Fy(q) = conv({eili € By(q)}).

We then define the best response function F(q) as

F(q) = x Fy(q). (A1)

It is clear from the definition of F' that F'(q) is non-empty and convex for all g. All that remains to be
shown in order to use Kakutani’s Fixed Point Theorem is that the graph of F' is closed. To do this,
we will show that the graph of F' contains all of its limit points.

Let {gx}ren and {g}}ren be a sequences of strategy profiles such that ¢ — ¢ and ¢; — ¢*, where ¢
and ¢* are strategy profiles, and ¢; € F(qx) for all k € N. To show that the graph of F' contains all of
its limits points, we need to show that ¢* € F(q). To do this, we need to show that for all § € © and
i € [n] such that ¢;;, > 0, ¢;, € Bo(q).

Consider any pair (,4) such that gj, > 0. Then there must exist some K € N such that for all £ > K,
Qg; > 0. This implies that ¢ € By(qy) for all k > K, or, Up;(qx) > Upi(gi) for all ¢’ € [n]. To show
that Up;(q) > Upi(q) for all i’ € [n], it suffices to show that Uy;(qx) — Up;(q) for all 6,4 as k — oo.

Let .#(q) denote the set of stable service classes under limiting strategy profile ¢. Since ¢ — ¢
implies Ar(qr) — Ar(q) for all subsets I C [n], it is true that .#(¢) = liminfy_, #(qx). Further, for
all i ¢ #(q) (the unstable service classes), W;(qr) — oo and hence limy_,o Upi(qr) = —o00 = Up;(q)
for i ¢ #. For the remaining classes, i € #(q), there exists some K, such that for all k£ > K,
i € S(qr). Thus by continuity of the steady-state distribution for FCFS-ALIS model (for stable
matching topologies), for i € 7(q), pi;(qr) — pi;j(q) and W;(gr) — Wi(q), and hence Upi(gr) — Unpi(q).

This completes the proof that the graph of F' is closed. So Kakutani’s Fixed Point Theorem applies,
and we know that there exists some strategy profile ¢ satisfying ¢ € F(q). O

PROOF OF COROLLARY 1: Note from (6) that

K-1

K
D DI S

T 2 Yo el Y e

Let us prove that wy > 1/|al. From the previous equation, this would follow if the last summation
is nonnegative. Suppose, by contradiction that this is not the case. Then, there exists a x such
that o~!(k) < k < K — 1 such that Y, Yoey < 0. In other words, the cumulative capacity
slack of the CRP components {(Ca(l),Ca(Q), e ,(CJ(H)} is negative. However, this would imply that
the cumulative arrival rate to these components exceeds the total service capacity of all the servers
in these components. This, together with the DAG structure connecting all the CRP components
imply that the stability condition in Proposition 1 is violated, which holds by assumption. From this
contradiction we conclude that w,; > 1/|a| and then from (7) we also get that W, > 1/]al.

Let us now prove the second part of the corollary, namely, there can be at most one CRP component
k € [K] such that W¢, = 1/|a|. From the previous discussion, it follows that the requirement
W, = 1/|a| can only be satisfied if w, z = 1/|a| for all permutations o associated a topological order.
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But this can only happen if 071(%) = K for all permutation o. Evidently, this condition can only be
satisfied by at most one CRP component and holds trivially if K = 1. [J

PROOF OF PROPOSITION 2: Without loss of generality let us index the CRP components in such a
way that Wy, = W, for all k € [K]. We partition the set [K] into equivalence classes {%1,...,%.}
such that i,k € %, if and only if W; = Wj. We denote by W, the waiting time of class 4, and by
ng := |6y its cardinality. We also order these equivalence classes in such that Wy < Wy < -+« < Wp.
Note that by assumption W is such that n; = 1.

Next, we show how to implement W using a chained DAG. Define this chained DAG using the
partition {%1,...,%r}. This is a DAG in which there is a directed arc between C; and Cj, if and only
if i € ¢, and k € 6,41. Fix a vector of capacity slacks ¥ = (71,...,7x) that satisfies ¥ = |a| and
Yk = ¢ for all k € ;. It follows from this construction of the DAG and 4 that for any permutation
o= (o(1),0(2),...,0(K)) induced by some topological order the vector (Yy—1(1y; Yo-1(2)s - - s Vo—1(K))
is constant. This observation together with Theorem 2 imply that Q(o) in (6) is also constant,
independent of o. Furthermore, by symmetry it is not hard to see that two CRP components that
belong to the same partition %, have the same limiting scaled waiting times, which we denote by Wg.
One can show from Theorem 2 that

e

= = 1 1
We=We+ =3 — PO
e Y e Y S

(=1,2...,L (A2)

with Wy = 0. We use this condition to find the values of {7¢} that implement {W,}, that is, W, = W,
for all ¢ € [L]. To this end, we use backward induction on ¢. For £ = L we have that

o~ =~ 1 <& 1
WL:WL—1+7ZT~
nL <= s

Thus, 77, must satisfy
. 1 1 &1
V= — -,
(Wr —Wr_1) ng Sz:; s

Now suppose that we have determined the values of 41,971, ...,79r+1 and define fg = ZJL:ZH nj ;.
We find the value 7, by solving (A2)

e

1 1
Wg:Wg_l-f—*Zﬁ.
né s=1 FK‘*'S'YZ

We note that there exists a unique 7, that solves this equation in the region 7, > -7 ¢/me. This follows
from the fact that the summation above is monotonically decreasing in 7, in this region and diverges
to +00 as 4, approaches I'y/n, from above and converges to zero as 7, approaches co.

It only remains to show that the vector {7,} that we have constructed satisfies the cumulative capacity
slack constraint |y| = |a|. Since n; = 1 by assumption, (A2) reduces to

1
leﬁ,
'+

where the denominator fl + 741 equals |7|. The proof is completed by noticing that, by assumption,
Wl = W(l) = 1/\a|. 0
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PROOF OF PROPOSITION 4: Since ¢* is a heavy traffic equilibrium, there exists a direction ¢* € RI®!
satisfying the conditions in Definition 7. For € > 0, let us define the strategy ¢\ = ¢* + qg* e. To
prove the result, we will show that ¢(©) satisfies condition (a) in the proposition for an appropriate
sequence (A¢)e>o that converges to 0 as € | 0. Specifically, we need to show that for all § € © and for
all i,k € [n]

a5 (Vs (W99 (419), 9 (¢9)) = Ut (W) (619), pO(g)) ) > -2, (A3)

Since ¢* is a heavy traffic equilibrium converging along the direction ¢*, conditions (a) and (b) in
Definition 7 imply that the left-hand side of this inequality converges to a non-negative limit as € | 0.
It follows then that for all A > 0 there exists an €(A) > 0 such that for all € € (0,e(A)) we have

a5 (Ui (WO (49,99 (49)) = Ui (W) (¢19), 99 () ) > —A.

Furthermore, we can always select the mapping £(A) > 0 to be continuous and monotonically increas-
ing in a neighborhood (0,A), for some A > 0, and such that limajge(A) = 0. Then, for ¢ small
enough we can define A©) := e71(¢/2). Tt follows that lim.jg A = 0 and that the inequality in (A3)
is satisfied. O

PrROOF OF PROPOSITION 5: Let us use a slight abuse of notation and denote by ﬁ/\,;‘ the limiting
scaled Waiting times of all service classes that belong to Cy, for k € [K]. Define the vector W’ such
that /I/I?,g = Wk I/V1 + 1/\a| We next show that (¢* W p* ) is a heavy traffic equilibrium that weakly
Pareto dominates (¢ ,W*,ﬁ ) since w' < W*. To this end, we note that by Proposition 2 W' is
implementable by a chained DAG on C. Let 7' = (7],...,7%) be the vector of cumulative capacity
slacks that implement W' (see Definition 5) and define the direction of convergence to heavy traffic ¢’
as a solution to system of linear equations 7' = a ¢* — A ¢’. By this construction, one case see that
(cj*,W’ ,p*) satisfies conditions (a) and (b) in Definition 7. Indeed, (a) holds since the sequence of
pre-limit strategy profiles ¢/ = §* + € ¢/ satisﬁes W' = lim el0 Wi )( (6)) and p* = limyo pl® (q’(e)).
On the other hand, (b) holds trivially since Wk is a translation of W*. O

PROOF OF PROPOSITION 6 : To compute the average scaled waiting time W .. under the Dedicated
menu we need to impose the equilibrium conditions. First, we need to ensure that the limiting arrival
rate to class i converges (from below) to p; for i = 1,2. Thus, under the assumption A; > p1, we must
have some customer type # € ©; that is randomizing between joining the dedicated queue for server 1
and the dedicated queue for server 2. In equilibrium, this randomization strategy should be such that
this customer type is indeed indifferent between joining these two service classes. To identify the type
0 we need to rank the customers’ types in ©; according to the value of AVy. For this, let K1 = |©4]
denote the cardinality of |©;| and let us index its elements ©; = {61,6s,...,0k, } in such a way that

AVy, > AVy, > -+ > AV};KI. In case of ties, i.e., if AV, = AVj then we require Vp,1 > Vp

i1 i+11-

Let us denote by & the index that defines 6, that is, # = 05. Now, if type-0z customers are indifferent
between the two service classes then we must have that customers’ type 6, (with k£ < k) prefer class
1 over class 2. Hence, to ensure that the arrival rate to class ¢ converges to u; from below the value

of K must be equal to

K= min{m € [Ki]: ZAek > u(l)}

k=1
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and a fraction -
Re
s = H1 — _Zk':l A9k
ZZ:l Ag,

K

of the type-0z customers must select class 1.

Also, a type-6 is indifferent between the two dedicated queues if AVy, =6 (/V[71D - /WQD ), where WiD is
the scaled steady-state mean waiting time of class ¢ = 1,2 under the Dedicated menu. Furthermore,
from Theorem 2, we know that /WD = 1/4;, where 4; is the scaled capacity slack of class i. But the
sum of the slacks of the two classes is equal to the aggregated system lack, that is, 41 +72 = |a|. Using
this identity, the indifference condition AVy, =46 (Wl VV2 ) leads to the following equation on 7;:

AV9—6(1 1~>.
1o lal =%

Solving for 47 and plugging back the solution in the values for /WID and WQD we get

— 2AV,. —~ 2AVy.
Wy = Vo, and W3 = Vo

26 + |a| AV, — \/452 + (] AVp,)? la| AVp, — 26+ \/452 + (Jal Aveﬁ)z'

Finally, to obtain the value of W,,. we note that in a Dedicated menu a flow of y; customers join
class i in the heavy traffic limit, ¢ = 1,2. It follows that

sz( i )Wf+< b2 )W (Ad)
1+ po M1+ 2

Let us turn to the derivation of W .4, the average customers’ delay performance achieved by the Full

and N; menus. We can compute this value using a similar line arguments as the one we just used
to compute W ... Again the equilibrium conditions imply that customers type-0z (same as above)
must randomize between joining class 1 or class 3 and the randomization probability must equal ¢y, to
ensure that the arrival rate to class ¢ converges to u; from below in the heavy traffic limit for ¢ = 1, 3.
The main difference with the Dedicated menu is than under the N; menu the two CRP components
are not longer disconnected but rather chained. Thus, Theorem 2 implies that the scaled waiting time
of class 3 is equal to ﬁ/\g ' = 1/|a|. In addition, a type-6; is indifferent between the two classes if
AV, =19 (WlNl - Wé\“) and so WlNl = 1/|a| + AVp, /6. Combining these values with the fact that a
flow of p1 customers join class 1 in equilibrium we get that

Woet = — + = A5
1= 1] <u1+m 5 (43)

0

PROOF OF THEOREM 3: First, under a Single Line menu every customer —irrespective of its type— is
served by server j with probability p;/|p|. It follows that,

A
Z GZM 0j

ee@ ]E[m]
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On the other hand, let W* = (I//[\/-*)ie[n] and p* = [p};licjn),je[m) be the limiting steady-state waiting

7

times and matching probabilities under the pair (M, ¢*). It follows that

V(M. ) = Z%Z@Z%w

96@ i€[n] JE€[m]

Now, let 5\: be the equilibrium arrival rate to class i € [n] under (M, §*), that is,
M= Agdsy.
0cO
and let us define the strategy ¢ = [goi]oco,icin) bY
M\

Qi = 7
iz
Note that ¢ is feasible strategy (i.e., ¢ € Q) since |X*| = |A] = |u].

By the equilibrium condition that ¢* satisfies, there is no customer type 6 that would strictly prefer
to use strategy (gei)ic|n) instead of (gp;)ic[n)- It follows that

Z Q§i< Z D Voj — 6 Wz) > Z %z’( Z b Voj — 6 I//i\/z> (equilibrium condition)

i€n] jE€[m] i€[n]
- ¥ 1 ( R ATE ) (definition of A¥)
| A
i€[n] jElml
Vi
- Z 9]2)‘* *_5Z| |
]E[m] 1€ n] ze[n]
= Zﬁv-—azﬁw (since S22 A* P = puj)
uf Wl Sy =
JEm] /€ [n]

Let multiply both sides of the inequality by Ag/|A| and sum over 6 € O to get

w”zhﬂ W>V‘”Zmﬁﬁm

0cO i€[n] 0cO
But
erzqg,w z S o= Y = 2A92|| . (recall that [4] = |ul)
06@ i€n i€ 0O i€[n] 0cO

and so we conclude that V (M, ¢*) > VO

PROOF OF THEOREM 4: We will now use approximate complementary slackness to show that any
equilibrium set of flows under the partition menu gives an approximately optimal solution to the max
flow problem (Max-flow), and that the optimality gap goes to 0 as € | 0.

Recall that fe;) is the flow of customers type 6 served by server j in the max flow formulation

() (€)

(Max-flow). Similarly, 77, and w; " are the dual variables for the flow balance constraint for customer
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type 6 and the capacity constraint of server j, respectively, in the dual problem (??). For a feasi-

(€ e

ble primal solution fg(;) and a feasible dual solution (n,”, w; ) to satisfy approximate complementary

slackness, it is sufficient that
0 < (m-Soi)e) <e
0 < (77(6) + w( VHj) f(g;) < €g; (A6)

for all 8 and j, and €;,e9; < 1. With these we can show approximate optimality of f(gj), namely, show

that 3, ; Vo; f(g;) ~ V(. Formally, weak duality gives:
Z ) Vg <V <Z ’76)+Z“J .

Weak complementary slackness and primal/dual feasibility imply:
LIRS SIREES S0 o E0 ST
0 0
= Zfej (770 +uff ) +2 5
0,3 J
< ng(;) Vej +Z €0j + Z€j.
0.4 0,5 J

Combining, we get
VO |3 e+ D e | <D iy Voy <V (A7)

Let us now show that for any equilibrium arrival rates fgj )§ for the e system, we can construct
a dual solution such that approximate complementary slackness holds. To this end, let Wj(ﬁ) be the
equilibrium limited scaled waiting time for the service class served by server j. For all j € [m] and
0 € O, we let

wj(e) =9 Wj(e) and nel® = mjax {ng — wj(G)} (A8)

denote a feasible dual solution. We know that under any equilibrium, fé,(,? > 0 only ifj

j € arg {nax {ng — 6Wj(€)} , thatis, j € arg {nax {ng — w](-e)} .

J J
Therefore fé;) > 0 only if 75(® + wj(e) —Vy; = 0. So exact complementary slackness holds for the first
set of dual constraints: gg; = 0 for all ¢, j. Furthermore, for the primal constraints, we use the fact
that under the Dedicated menu service class j operates as a single M/M/1 queue with arrival rate
>0 fgj and service capacity j. It follows that the (non-scaled) waiting time in service class j equals
W) = 1/(pj— > fo;'9). Thus, since the scaled waiting time in service class j satisfies W( 9= W(E)

J
which implies

0§<Nj2f9] ) @ =5e. (A9)

0

§We know that an equilibrium exists from Theorem 1.
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Or, approximate complementary slackness holds with €; = de. Then (A7) implies

e — ngj(e)‘/bj < dem.
97j

So as € | 0, the difference between the value V(€ := Ze, j f@j(e) Vp; achieved in equilibrium under the
Dedicated menu and the upper bound V(© converges to zero.

O

ProOOF OF THEOREM 5: To get the main idea across, we first assume that for all customer types 6,
the rewards Vp; are distinct. Later in the proof we remove this assumption.

Let the service classes be labeled so that service class j is the dedicated service class for server j. We
begin by claiming that in any heavy traffic equilibrium, with limiting probabilities p*, for any service
class ¢ there can be at most one server j with pj; > 0. Suppose not, and assume that there are p;; > 0
and ﬁz‘j, > 0 (for simplicity assume there are only two such servers, the proof generalizes easily). Then
servers j and j’ must be in the same CRP component. Further service classes j and j’ must also be in
the same CRP component and hence the limiting scaled mean delay of service classes j and j' equal
the limiting scaled mean waiting time for service class ¢. It can happen that the arrival rate into the
dedicated service classes j or j' could be zero, however we can still talk about the virtual waiting time
of a customer joining these service classes, and the statement would hold for the limiting scaled virtual
waiting time.

Now by assumption, at least one of the dedicated service classes j or j' give strictly higher matching
value and no higher delay to any customer type joining class 4, and therefore this can not be an
equilibrium.

The equilibrium matching system therefore looks as follows: the service classes are partitioned into
m + 1 sets Co,C1,...,Cn, such that the classes in Cy have asymptotically negligible demand: Cy =
{i € [n]|A; = 0}. For j > 1, the service classes in C; have asymptotically non-negligible flow to only
server j: p;; = 1 for i € C;. Again, for this outcome to be an equilibrium, we must have the limiting
scaled mean waiting for all service classes within each C; (j > 1) to be equal, and therefore in heavy-
traffic limit any customer type will be indifferent between any service class within C;. We will denote
by W; the limiting scaled mean waiting time for service classes in C; for j > 2. To summarize, for

any service class i € Cj, the limiting utility obtained by a customer type 0 is Up; = Vp; — (5/W7j .

Define:

foj = Aol (A10)

iGCj
as the total flow from customer type 6 to server j (through service classes in C;). Denoting the utility
of type 0 as
Ug = max Ugi = max ng — 5Wj
i J
best response condition gives fy; > 0 only if j € argmax;, {V@j/ — 5Wj/} or equivalently,

f@j . <U9 — Vpj + 5Wj> =0.
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But these are precisely the complementary slackness conditions for the maximum value flow linear
program (Max-flow) in the proof of Theorem 4. Since [fy;] is a feasible primal solution, the comple-
mentary slackness conditions imply that it is also an optimal, and hence value maximizing, flow.

Removing assumption on rewards: To summarize what we have done so far, we showed that we
can use the equilibrium to define the flow matrix [fy;], customer utilities Uy, and server delays (5Wj
so that they are feasible primal dual solutions to the maximum value flow problem (Max-flow) and
satisfy complementary slackness conditions. We now show we can do so without the restriction on

rewards.

Fix a heavy-traffic equilibrium ¢*, and the resulting limiting probabilities p*. Define /1/17Z as the limiting
mean scaled waiting time of the CRP component that service class j belongs to. Recall the definitions:

Upi = > pf; — W,
J
and by the best response condition, the customer utility is defined by

Up = max Uy;.
7

Define §*(i) = {j : pj; > 0} as the “effective”set of servers for service class i. Let customer type 0
join a service class ¢ (that is, gp; > 0) so that Uy = Up;. Suppose |S*(i)| > 2 (the case |S*(i) = 1| is
vacuously true for the argument). Then we must have that for j,j' € S*(i), W; = W} since j,j" are
in the same CRP component. It must also be the case that for all j € S*(i), Vy; are equal. If not,
then type 6 can deviate to the dedicated service class for the server j € S*(i) with highest reward
— this strictly improves the reward and does not incur any further delay disutility. Therefore, for all
J € 8%(i)

Vi — OW; = Up; = Up.
Define the total flow from customer type 6 to server j, fy;, as:

foi =40 dby
i

The preceding arguments imply fp; > 0 only if Uy = Vy; — 5Wj. We thus again find that [fg;], Us, Wj

define feasible primal-dual solution to (Max-flow) satisfying complementary slackness, and hence the
flow [fg;] maximizes the matching reward. O

PROOF OF THEOREM 6: Suppose the service provider is able to achieve a first best outcome by offering
the menu Mx*. As there may be multiple equilibria, throughout this proof we will use equilibrium to
mean the first best outcome achieving equilibrium. Let gp; be the equilibrium strategies, and let p;
be the equilibrium matching rates. We will also let f*6; be the equilibrium flows between customer
types and servers.

Since a first best outcome is achieved, we know that f;; constitute an optimal solution to Max-flow
with € = 0. We will begin by showing that the positive flows from this solution form a connected
graph.
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Since a first best outcome is achieved, we know that in equilibirum there is a single CRP component,
and hence there is a connected graph between service classes and servers. Since every customer type
is joining at least one service class, this implies that there is a path between every customer type and
every server, which in turn implies that there is a path between every pair of customer types. Hence
the flows between customer types and servers also form a connected graph.

Next we will show that no customer type prefers the Max-flow matching outcome of any other
customer type. Take any two customer types 6 and 6. We will show that 6 does not prefer that
matching outcome of 6. We will let V be the matching value that 6 achieves from their equilibrium
strategy. Since there is a single CRP component, we know that V is the value that 0 gains from every
service class they are joining in equilibrium, and that V is at least as large as the value 6 would achieve

from joining any other service class.

The value 6 gains from 6’s Max-flow matching outcome is

V(6.6) = Z%ZZP@J b
SZQ@Z-V

=V.

Thus 6 prefers their own matching outcome to that of any other customer type. This completes the
proof. [

PROOF OF COROLLARY 2: The proof of this corollary follows the proof of Theorem 4 for the Dedicated
menu essentially verbatim by reinterpreting an individual server in the Dedicated menu by a super-
server for each of the partitions with a service capacity equals to the sum of the capacities of the
servers in the partition. The only small difference in the proof relates to equation (A9). Specifically,
since super-server k does not operates exactly as an M/M/1, it is not longer true that the (non-scaled)
waiting time Wk(f) for service class Cj, is equal to 1/(us, — for). However, we next show that for
all € <min;{p;}/((m+1)|al), we have

(Msk -> f0k:> W,
o

which suffices to complete the rest of the steps in the proof of Theorem 4.

To this end, we use the fact that service class C is a single-line multi-server queue with arrival rate
>0 fek and systern utilization p,C : 29 / s, - Let us denote by my, the number of servers in &y,
and by {7Tk (s)} the stationary distribution of the number of customers in service class k (including
those in service). The average number of customers in this class satisfies

o] mg—1 o) o]
L,(:) = st,(;)(s) < Z mg 7r,(f)(s) + Z sw,(f)(s) =my + Z (s —my) 71'](;)(3)
s=0 s=0 S=Mmy S=mg
. (© P e
ImkﬂLZSWk (mg + s) mk+z mk):kaFW (my)
s=0
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In the second-to-last equality we have used the brith-death property structure of the system, which

implies 7 (s) = (Pz(:))sfm’“ W,(:) (my,) for all s > my. We also use this fact to get an upper bound on the

value of 7T](:) (my) as follows:

) ) 0o (¢)
€ € €)\s—m € ™ (mk) € €
1=> @z 3w = 3 )l m) = = mm) <140,
s=0 S=my S=my _pk‘

Combining this inequality, the inequality for LE:) above and the fact that nge) = L,(:) /> fe(,? (by

Little’s law) we get
€ € € m
(ks - ;fe(k)) Wi < (us, - ;fe(k)) > ;ek +1.

By stability we must have ), For'@ > O] — (| —1s,) = ps, — |a| . We use this inequality to upper
bound the right-hand side above to get

©) (0 ~ _lalmie
_ W' < +1.
(:USk E@:fek) k Ls, — lale

Finally, it is not hard to check that for € < min;{p;}/((m+1) |a|) the upper bound above is less than
or equal to 2. O

PROOF OF PROPOSITION 8: Let (¢*, WPB, p*) be the heavy traffic equilibrium under the pure partition
menu. From Proposition 7 and the assumption w; < wg we have that 1/]a| < Wlp B< /V[72P B Thus,
(g%, /WPB, p*) satisfies the conditions in Proposition 5. It follows that we can construct another heavy
traffic equilibrium (Q*,WCB,}B*) that (weakly) Pareto dominates (d*,ﬁ/\PB,]ﬁ*) by chaining the CRP
components in the pure partition menu. Furthermore, from the proof of Proposition 5 we have that
/WICB = 1/|a|] and /I/I?kCB = WISB - /WIPB + 1/|a| as required. Finally, it follows trivially that the two
heavy traffic equilibria (g*, WPB, p*) and (g*, WCB, p*) produce the same matching value V since they
have the same limiting strategy profile §* and matching probabilities p*. [J
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Appendix B: Service Menus with Two Servers

In this section we illustrate the model and solution to the service provider’s problem in (1) by charac-
terizing optimal service menus for the special case in which the system has two servers (i.e., m = 2).
In this setting, we are able to obtain a complete solution as a function of the model’s parameters,
which provides a number of insights that we will use later to analyze the general case with an arbitrary
number of severs. The two-server model is also worth studying in its own right as it provides a parsi-
monious framework that allows for a non-trivial segmentation of service (e.g., high vs. low quality or
fast vs. slow service).

With two servers, there are three possible service classes, namely, Class 1 served only by server 1,
Class 2 served only by server 2, and Class 3 served by both servers. With these three classes available,
the service provider can offer one of the following five admissible service menus (see Figure 1):

e DEDICATED MENU (D), in which Classes 1 and 2 are offered,
e SINGLE-LINE MENU (SL), in which only service Class 3 is offered,
e FuLL MENU (F), in which all three classes are offered,

e N; MENU, in which Classes ¢ and 3 are both offered, for i = 1, 2.

Performance Analysis in Steady State

In order to derive the equilibrium strategies of these menus we first need to characterize their steady-
state performance in terms of waiting times and matching probabilities. To this end, let us fix the
service menu M. Since the steady-state analysis of the Dedicated and Single Line menus reduce to
those of two M/M/1 and one M/M/2 systems, respectively, we will only discuss the cases in which
M € {F, Ny, Na}.

We derive the steady-state performance of an arbitrary strategy profile ¢ € Q(M) using the Markov
chain representation of the system proposed by Adan and Weiss (2014) and its corresponding station-
ary distribution. The following result summarizes this derivation, whose statement make use of the
following notation A := |A|, I := |ul|, A; == p; — N, for i = 1,2, A:=T — A and

A+)\3 1 1 A—‘rAg -1

B:= + + +
AN Ay T ATA=N)  Aa(A—Xa)  AA=N) (A=)

Proposition 9. (Steady-State Performance) Suppose M € {F, N1, Na}. Let ¢ € Q(M) be a fized
customers’ strategy profile, which induces a vector of arrival rates {)\i}ie[n] to the service classes.
Then, the steady-state probability that a customer joining Class 3 is served by server 1 and server 2
are equal to

1 1 1 [
D31 A(A — ) + Ay (A=) + AT =) < +A2>] ana  ps2 D31, (B1)

TWe note that it is possible to offer two additional menus each consisting exclusively of service Class i with i = 1,2.
However, the menu that offers only Class ¢ is dominated by menu N;.
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respectively. The steady-state waiting times for the three services classes are given by

B
Wi=Ws+ —
A7

1 1

A-n A

B
|/|/ = [/‘/ _—
2 3+ A2

B (A4 A3)

1
A AZA; A

H+A and Wgz

(B2)

PROOF OF PROPOSITION 9: Let X denote set of states of the Markov chain proposed by Adan and
Weiss (2014) with z € X a generic state of this Markov chain and m(x) its steady state probability
distribution. The set X is partitioned into the following subsets:

a) = (s4,ni,54,n,3): Both servers are busy with server i serving the oldest arrival, with ¢ = 1,2
VERLY]

and j = 3 —1. There are n; > 0 customers waiting in the queue of Class ¢ and n;3 > 0 customers

waiting in the queues of Classes j and 3 combined. The steady-state probability of x is given by

)\:LZ ()\1 + Ao + )\3)”33
7T($) =B n;+1 njz+1"’
it (A pg)ms

for some appropriate normalizing constant B.

(b) @ = (si,n4,s;5): Server i is busy and server j is idle. There are n; > 0 customers waiting in the
queue of Class ¢ and the queues of Classes 1 and 3 are necessarily empty. In this case,

n;
A

m(x) =B —
Mﬁ“@‘j +A3)

(c) = (s;,s;j): Both servers are idle with server ¢ being idle the longest. In this case,

B
(A1 4+ A2+ A3)(\i + A3)

m(x) =

The value of B is obtained by imposing

Z m(z) = 1.

rzeX

To alleviate the notation, let us define A := Ay + Ao + A3, [' := g + po, A1 := 1 — A1, Ao = s — Ag
and A ;=T — A. It follows that

A+ )\ 1 1 A4\ -1
B + A3 n + A3 ' (B3)

B= + +
AA A, ATA=N)  A(A—Xa)  AA=X) (A=)

To calculate the matching probabilities, we first calculate the rate of transitions in the Markov chain
associated with a customer from service class 3 beginning service with each server. As the problem is
symmetric in the servers, we will only go through the calculations to identify the rate of transitions
associated with a class 3 customer beginning service with server 1, which we shall label fs;.

The FCFS-ALIS service discipline lets us immediately conclude that there are no transitions from states
(s2,s1) or (s1,n1, s2) that involve a class 3 customer beginning service with server 1. Any arriving class
3 customer will immediately begin service with the server who has been idle longest, which is server 2
in both cases. In the (s1,n1, s2), we can also see that server 1 completing service will not trigger a class
3 customer beginning service with server 1, as the only waiting customers for server 1 to serve are those
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that are incompatible with server 2 (i.e., class 1 customers). Similar reasoning tells us that the transi-
tions from state (s1, s2) and (s2, ne, s1) associated with a class 3 customer beginning service with server
1 are all of those transitions resulting from a class 3 customer arriving, and hence f3; includes the terms
A3m(s1, s2) and A37w(s2,ng, s1). For ny > 0, there are no transitions from (s1,n1, $2,n2) that result in
a class 3 customer beginning service with server 1, since as soon as a server 1 finishes serving the cus-
tomer they are currently serving, they will begin serving another waiting class 1 customer. However,
for n; = 0 and ng > 0, when server 1 finished serving their current customer, they will begin service
with a class 3 customer if a class 3 has been waiting the longest out of those compatible with server
1. This will happen if no consists of x class 2 customers, followed by a class 3 customer. Thus f3; will
include the term 1 > ) 222:61 ﬁﬁ(sl, 0, s2,n2). We can use similar reasoning to include
that the transition rate also includes the term g 2201:1 Z;“;:O Z;”:Bl mﬂ(sg, n2,s1,M1).
Thus the total rate of transitions involving a class 3 customer beginning service with server 1 is

+ + 1+—11. B4
AA—) TR (A ) A(P—A2>< A, (B4)

The probability that a class 3 customer is server by server 1 is ps; = f31/As.

f31 = BAs

To conclude the proof, we note that the expected waiting times for the different service class can be
calculated using Little’s Law. [

Equilibrium Strategies

The key feature of the two-server model that we exploit to derive customers’ equilibrium strategies is
the fact that we can rank the customer types based on their relative preferences over the two servers.
To this end, define AVy := Vo — Vjpy for each customer type 6 € [O] and label the elements in [©] by
01,02, ...,00 such that AVy, < AVjp, forall 1 <i < j < ©. In case of a tie, the class that values server
2 more gets assigned a higher index.

Under this indexing, it is not hard to see that we can restrict ourselves to cut-off (threshold-type)
equilibria. For example, if the service provider offers a Dedicated menu then a type 6 customer
(weakly) prefers Class 1 over Class 2 if AVy < § (Wy — W7). Thus, there exists a customer type 6.
with 7 € [0] such that all customer types 0 with & < 7 — 1 select Class 1, all customer types 6
with £ > 7 4 1 select Class 2 and customers of type 6, are indifferent and randomize between the
two service classes. Similarly, if the service provider offers the Full menu then a type 6 customer
weakly prefers Class 1 to Class 3 if psa AV < 6 (W35 — Wi) and weakly prefers Class 2 to Class 3 if
p31 AVy > § (Wy — W3). In this case, an equilibrium involves two thresholds, 71, 7 € [O] with 71 < 7.
All customer types 0 with k < 7 — 1 select Class 1, all customer types 8 with & > 7 + 1 select Class
2, all customer types 6 with 7 +1 < k < 75 — 1 select Class 3, customers type 6, are indifferent
between Class ¢ and Class 3 for ¢ = 1, 2.

Proposition 10 below exploits this threshold structure to characterize equilibrium strategies for the
D, N, and F menus'. The statement of this proposition make use of some additional notation. For
0 <z <z9 <O, we define

lz]
Ai(z) = Zaek + (z — [x]) Qb1
k=1

#The equilibrium strategy for the Single Line is trivial and for the No menu it can be derived from the one for the N;
menu by interchanging the labels of the two servers.
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Ao(x2) = |a] — Ai(z2) and A3(z1,22) = |af — A1(z1) — A2(x2). These are the arrival rates to service
classes 1, 2 and 3, respectively, if all customers type {1,2,...,|z1]} plus a fraction (x; — |z1]) of
customers type [z1]| join Class 1, all customers type {[z2] + 1,...,0} plus a fraction ([z2] — z2) of
customers type [z2] join Class 2, and all remaining customers join Class 3. To ensure stability, we
will need to bound the values of 1 and x5 such that 0 < 1 < Z; and z, < 22 < © with

T = maX{O <x<O:\(z) < ,ul} and z, := min {0 <z <0O: \(x) < ,ug}.

Note that under the global stability condition |«| < |u| we must have x5 < Z;. For a pair (x1,z2) €
[0,Z1) X (29, |O]]N{z1 < 22}, we define the steady-state matching probabilities ps;(z1, z2) and waiting
times Wj(x1,22) for i = 1,2,3 and j = 1,2 by replacing the values Ai(z1), A2(z2) and A3(z1,22) in
equations (B1) and (B2), respectively.

Proposition 10. Suppose the service provider offers menus M € {D, N1, F'}. There exists two thresh-
olds 0 < z] < x5 < such that an equilibrium profile (q;kl,q;kQ, q§k3) for a type-0; customer satisfies

1 if k< [ay] -1 0 ifk<[a3]—1
G = 21— l21] if k= TJaf] G2 = l23] —a3 if k= [af]
0 if k> [zl +1 1 if k> [x5] +1

and qp 3 =1— q;‘kl — q;‘kQ. The values of 7 and x5 depends on the specific menu M as follows:

~) Dedicated Menu: Let z* = sup {z € (z5,71): AV, <6 (Wa(z,z) — Wi(z,z))}. If * ¢ N then
x] = x5 = x*. Otherwise, x7 = x* + 1 and z5 = x*.

—) N1 Menu: z} = sup {:r € 10,2y ANZ1): p3a(z,23) AV, <6 (Ws(z, x3) — Wl(x,xg))} and x5 = O.
—) Full Menu: The values of x] and % solves the system of equations

vl = swp{ee0asnm): paale,s) AVy,, <0 (Wale,23) — Walz,23)) |

w5 = swp{re (@ VallOl:  pu(el) AV, <6 (Walaf,z) - Wa(e},2) }

An example of the equilibrium strategies derived in Proposition 10 is depicted in Figure 2. While
Proposition 10 provides a complete characterization of customers’ equilibrium strategies for the Dedi-
cated, N1 (N2), and Full menus we can only derive these equilibria computationally for any particular
set of parameters. Furthermore, as we try to move to more complex systems with an arbitrary number
of servers, we are no longer able to rank customer types based on their preferences over just two servers
and use the simple cut-off analysis that we have used above to derive their equilibrium strategies. For
this reason, and to say something more concrete about equilibrium outcomes for general systems, we
will investigate their performance under heavy traffic conditions.

PRrOOF OF PROPOSITION 10: The proof of the proposition follows from noticing that in the equilibrium
of each of the three menus some customer type(s) needs to randomize between two service classes to
ensure that the equilibrium condition are satisfied. It is easy to see that the values of z}, i = 1,2

specify precisely the customer types that need to randomized. [
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Appendix C: Numerics

Here we include the LP used to find an upper bound under FCFS-ALIS scheduling on the performance
of any menu used in section Section 8.

The following are the decision variables used in the LP. formulation:

-) pej: probability that customer type 6 is served by server j.
-) fo;: flow of type-6 customers to server j.
-) Wy: waiting time for type 6 customers.

OBJECTIVE:
> A0 D poiVej —C Y AgWo (B5)
[SC] Jj€[m] €O
CONSTRAINTS:
Flow balance: Zpgj = 1, ZAgpgj = U, fgj = Agpgj. (BG)
j 0
1
Waiting time constraint: Wy > (B7)
22000
Incentive compatibility: Z (po; — porj) Voj + Wy — Wy > 0. (B8)
J
Non-negativity of decision variables: {po;}, {fo; H{Ws} > 0. (B9)

Figure 13: LP for finding an upperbound on the performance of any menu.
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