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ABSTRACT. We consider instrumental variables regression in models where the number of available instruments may be larger than the sample size and consistent model selection in the first stage may not be possible. Such a situation may arise when there are many weak instruments. With many weak instruments, regularization in the first stage can lead to a large bias relative to standard errors. We propose a jackknife instrumental variables estimator (JIVE) with regularization at each jackknife iteration. We derive the limiting behavior for a ridge-regularized JIV estimator (RJIVE), verifying that the RJIVE is consistent and asymptotically normal under conditions which allow for more instruments than observations and do not require consistent model selection. We provide simulation results that demonstrate the proposed RJIVE performs favorably in terms of size of tests and risk properties relative to other many-weak instrument estimation strategies in high-dimensional settings. We also apply the RJIVE to the Angrist and Krueger (1991) example where it performs favorably relative to other many-instrument robust procedures.
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1. Introduction

Instrumental variables (IV) regression is commonly used in economic research to calculate treatment effects for endogenous regressors. While the use of instrumental variables can aid in identification of structural effects, IV estimates of structural effects are often imprecise in practice as only variation in the endogenous variables induced by the instruments is used in estimating the treatment effect. One strategy to increasing the precision of IV estimates is to include many instruments in the hope that these will capture as much exogenous variation in the explanatory variable as possible. The use of many instruments can also be motivated by a desire to nonparametrically estimate the optimal instruments via series as in Newey (1990); see also Amemiya (1974) and Chamberlain (1987). In addition, the increasing availability of high-dimensional data makes it likely that applications where the number of potential instruments is similar to or larger than the number of observations will become more common in applied work; see, for example, the empirical application in Belloni, Chen, Chernozhukov, and Hansen (2010) (BCCH hereafter). While the improvement in efficiency available from using many instruments is appealing, it is well-known that the usual GMM-type approaches to estimating structural...
parameters using instrumental variables, which include IV and 2SLS, may have substantial bias when the number of instruments is not small relative to the sample size; see Bekker (1994) and Newey and Smith (2004). This bias results in poor performance of the usual asymptotic approximation in finite sample simulation experiments and theoretically leads to inconsistency of the 2SLS estimator in an asymptotic sequence where the number of instruments is smaller than but proportional to the sample size.

In this paper, we present an estimation and inference procedure that remains valid in the presence of very many instruments, allowing for more instruments than there are observations. The strategy we consider uses a jackknife to estimate first stage predictions of the endogenous variables. The chief innovation of our procedure is the use of ridge regression at each iteration of the jackknife. The use of ridge regression regularizes the problem and allows us to avoid extreme overfitting of the first-stage even when there are more instruments than observations in the sample. We provide asymptotic theory for the resulting regularized jackknife instrumental variables estimator (RJIVE), giving conditions under which the RJIVE is consistent and asymptotically normal. Importantly, the conditions we impose allow for the number of instruments, $K$, to be larger than the sample size, $n$, and do not require that the first-stage relationship between the endogenous variables and instruments be sparse. That is, we allow for very many instruments and do not impose that there is a low-dimensional set of variables among the set of instruments considered that captures the relationship between the instruments and endogenous variables. That we do not assume sparsity allows us to consider scenarios where there are many instruments each of which is only weakly related to the endogenous variables, i.e. scenarios with “many weak instruments.” The presence of many weak instruments rules out consistent variable selection and first stage estimation. Despite this, the use of the jackknife coupled with regularization allows us to sufficiently avoid overfitting while simultaneously extracting sufficient signal in the first-stage to allow consistent and asymptotically normal estimation of the structural parameter of interest. In addition to providing theory for our proposal, we provide simulation evidence that suggests that the RJIVE performs well relative to other weak instrument robust procedures and other regularized IV estimators. We also present a brief empirical example.

Our work complements existing estimation and inference strategies that are robust to many instruments. One approach that has received considerable attention is the use of “many-instrument” asymptotics, popularized by Bekker (1994). The goal of many-instrument asymptotics is to provide the behavior of estimators under approximating sequences where the number of instruments, $K$, is smaller than the sample size, $n$, but $\frac{K}{n} \to \rho$ where $0 \leq \rho < 1$ and to find estimators that perform well under this approximation. While the traditional 2SLS estimator is inconsistent in this environment, other IV estimators including LIML, Fuller’s (1977) modification of LIML (FULL), and jackknife instrumental variables (JIV) remain consistent and asymptotically normal; see Bekker (1994), Chao and Swanson (2005), Hansen, Hausman, and
Newey (2008), and Chao, Swanson, Hausman, Newey, and Woutersen (2012) (CSHNW hereafter). Under the many-instrument sequence, the asymptotic variance of these estimators differs from the asymptotic variance under the usual asymptotics but can be consistently estimated. In simulations, these estimators perform relatively well when the number of instruments is an appreciable fraction of the sample size, and simulation evidence suggests that inference based on these estimators and the many-instrument asymptotic distribution controls size of tests far better than inference based on the usual asymptotic approximation that takes the number of instruments to be small relative to the sample size. A drawback of the many-instrument asymptotic approach is that it requires the number of instruments to be less than the sample size. Many instrument robust estimators also tend to perform poorly in simulations when $\frac{K}{n} \approx 1$; see BCCH. We contribute to this literature by considering cases where $K > n$ and regularization or instrument selection is necessary. Within this setting, we show that the RJIVE retains the desirable asymptotic features derived in CSHNW.

The RJIVE is also related to and complements many-instrument estimation strategies that make use of first-stage variable selection. There is a long history of using first-stage variable selection to estimate IV models. The idea of instrument selection goes back at least to Kloek and Mennes (1960) and Amemiya (1966). Recently, Bai and Ng (2009) considered using modern variable selection techniques for first-stage instrument selection, and BCCH provide a formal analysis of IV estimators with first-stage fit using methods for fitting high-dimensional-sparse models such as LASSO, e.g. Tibshirani (1996) or Bickel, Ritov, and Tsybakov (2009), or Boosting, e.g. Bühlmann (2006). See also Gautier and Tsybakov (2011) for a different sparsity-based approach to IV estimation related to BCCH. Related ideas also appear in Bai and Ng (2010), Kapetanios and Marcellino (2010), Kapetanios, Khalaf, and Marcellino (2011), and Caner (2009). A common condition in all of these approaches is that the first-stage is sparse; that is, there is a relatively small number of instruments contained within a known set of instruments that provide a good approximation to the relationship between the endogenous variables and instruments. The assumed sparsity in these approaches rules out many-weak-instruments. Donald and Newey (2001) consider a different style of variable selection procedure that minimizes higher-order asymptotic MSE which relies on a priori knowledge that allows one to order the instruments in terms of instrument strength. The regularization approach we consider allows us to relax the sparsity requirement and does not require ex ante knowledge about the ordering of instruments.

Our paper is also related to shrinkage-based approaches to dealing with many instruments. Chamberlain and Imbens (2004) considers IV estimation with many instruments using a shrinkage estimator based on putting a Gaussian random coefficients structure over the first-stage coefficients in a homoskedastic setting which is closely related to using ridge regression in the

\footnote{Under many-instrument asymptotics, LIML and FULL are only consistent in the absence of heteroskedasticity. CSHNW provide a JIV estimator that remains consistent under many-instrument asymptotics in the presence of heteroskedasticity.}
first-stage. Okui (2010) uses ridge regression for estimating the first-stage regression in a homoskedastic framework where the instruments may be ordered in terms of relevance. Okui (2010) derives the asymptotic distribution of the resulting IV estimator and provides a method for choosing the ridge regression smoothing parameter that minimizes the higher-order asymptotic mean-squared-error (MSE) of the IV estimator. Perhaps the closest paper to our approach is Carrasco (2012) which is based on directly regularizing the inverse that appears in the definition of the 2SLS estimator; see also Carrasco and Tchuente Nguembu (2012). Carrasco (2012) considers three regularization schemes, including Tikhonov regularization which corresponds to ridge regression, and shows that the regularized estimators achieve the semi-parametric efficiency bound under some conditions. The theoretical development in Carrasco (2012) allows for $K \gg n$ and more generally, an infinite set of instruments for each $n$, but places restrictions on the covariance structure of the instruments which are not needed for our approach. Thus, the two papers are complementary.

2. A Dense High-Dimensional Instrumental Variables Model

In this section, we provide an intuitive discussion of the model we consider. The model is similar to a conventional linear instrumental variables model where interest focuses on structural parameters from a single equation. However, our setup differs from the traditional framework in two key respects. First, we do not assume that the number of instruments is smaller than the sample size and explicitly address the resulting need for regularization. Second, unlike many other models that allow for a high-dimensional instrument set, we allow the relationship between the instruments and the endogenous variables to be dense in the sense that all instruments may have non-zero coefficients but individually make only small contributions to forecasting the endogenous variable.

2.1. The Model. We consider a sequence of models which holds for all observations $i = 1, ..., n$ and all $n$ given by

\[ y_i = X_i' \delta_0 + \epsilon_i \]
\[ X_i = \Upsilon_i(Z_i) + U_i \]

(2.1)

(2.2)

where $y_i$ is a scalar outcome of interest, $X_i$ is a $G$-dimensional treatment variable, $Z_i$ is a $K$-dimensional instrument with $K \geq G$, $\Upsilon_i(\cdot)$ is a $G$-dimensional “optimal” instrument, and $\delta_0$ is the $G$-dimensional structural effect of interest. In the model, $E[U_i \epsilon_i] \neq 0$ which leads to endogeneity of $X_i$ and inconsistency of the conventional regression of $y$ on $X$. We assume that $\Upsilon$ is a signal of the same dimension as $X$ that captures the part of $X$ that is mean-independent of $\epsilon$ and related to the observed instrumental variables in $Z$ where we leave the dependence of $\Upsilon$ on $Z$ implicit throughout the remainder of the paper for notational simplicity. Specifically, we will assume that $E[U_i | \Upsilon_i, Z_i] = 0$ and that $E[\epsilon_i | \Upsilon_i, Z_i] = 0$ for all $i$. Further, we will assume that
Var(\(\Upsilon_i\)) \(\neq 0\). Thus, \(\Upsilon\) is a valid instrument for \(X\), and we refer to \(\Upsilon\) as the optimal instrument.\(^2\) Estimation of \(\delta_0\) could be achieved by a straightforward application of classical instrumental variables methods if \(\Upsilon\) were observed.

The assumption that one knows the optimal instrument, \(\Upsilon\), seems unrealistic in many situations. To capture this, we assume that \(y_i\) and \(X_i\) are observed but that \(\Upsilon_i\) is not. Rather, we consider the case where estimation will be based on a \(K\)-dimensional instrument \(Z_i\) which provides a signal about \(\Upsilon_i\). We focus on the case of an approximately linear signal, \(\Upsilon_i \approx Z_i'\Pi\), and note that this is a relatively weak restriction since the vector \(Z_i\) could consist of a dictionary of transformations of some more elementary variables.\(^3\) E.g. we could have \(Z_i = \{p_{kK}(\zeta_i)\}_{k=1}^K\) for some set of basis functions \(\{p_{kK}(\cdot)\}\) such as orthogonal polynomials or splines formed from a set of “fundamental” instruments \(\zeta_i\).

2.2. High-Dimensional Instruments. We are particularly interested in the case where the number of instruments in \(Z_i, K\), is large relative to the number of observations in the data, \(n\). For example, many instrumental variables may exist because the set of available instruments itself is high-dimensional as in BCCH or because one is interested in approximating \(\Upsilon\) through the use of basis expansions as in Newey (1990), Hansen, Hausman, and Newey (2008), or CSHNW. With many instruments, regularization on the instrument set is desirable as it helps to avoid overfitting of the relationship between the instruments and endogenous variables. It is this overfitting that leads to inconsistency of the standard GMM estimator of \(\delta_0\). Estimation procedures that remain valid under many-instrument-asymptotics where \(K/N \to \rho < 1\) such as LIML or JIV implicitly make use of regularization to avoid this overfitting. When \(K\) is larger than \(n\), these strategies also become inconsistent, and it is clear that further dimension reduction or regularization of the instrument set is necessary for consistent estimation of \(\delta_0\) unless \(U_i\) and \(\epsilon_i\) are uncorrelated.

As an illustration, consider the class of estimators used in Hansen, Hausman, and Newey (2008) which include all the so-called \(k\)-class estimators except for OLS:

\[
\hat{\delta} = (X'PX - \hat{\alpha}X'X)^{-1}(X'PY - \hat{\alpha}X'Y)
\]

where \(P = Z(Z'Z)^{-1}Z'\), \(A^{-}\) denotes a generalized inverse of \(A\), \(X\) is an \(n \times G\) matrix formed by stacking the \(X_i\), \(Z\) is an \(n \times K\) matrix formed by stacking the \(Z_i\), \(Y\) is an \(n \times 1\) vector formed by stacking the \(y_i\), and \(\hat{\alpha}\) is specified by the researcher. When \(K \geq n\), \(X'PX = X'X\)

---

\(^2\)For example, we would define \(\Upsilon = E[X|Z]\) in the canonical homoskedastic case which is the optimal instrument as given in Chamberlain (1987) or Newey (1990).

\(^3\)We ignore the presence of included exogenous variables that show up in both the structural equation (2.1) and first-stage equation (2.2). It would be straightforward to accommodate a known, fixed-dimensional vector of such variables. In this case, the variables in model (2.1)-(2.2) and instruments \(Z_i\) may be defined as residuals from projecting the observed variables onto the included exogenous variables. An interesting extension would be to consider estimation when the dimension of the included exogenous variables is large relative to the sample size in which case regularization would be needed over the effects of these variables as well.
and \( X'PY = X'Y \) provided \( Z \) has full row rank. Then for a fixed \( \hat{\alpha} \neq 1 \), \( \hat{\delta} \) reduces to the OLS estimator defined by the regression of \( Y \) on \( X \) and is inconsistent for estimating \( \delta_0 \) unless \( E[X_i \epsilon_i] = 0 \). The class of JIVE estimators considered in CSHNW require \((Z'Z)^{-1}\) in their construction and thus rely on \( K \leq n \) in practice\(^4\). Further regularization relative to what is already implicit in conventional many-instrument-robust procedures may also be desirable in cases where \( K < n \) as the additional regularization may produce estimators that are better-behaved in finite samples, especially when \( \frac{K}{n} \) is close to one. Finally, note that these estimators may be written as a generic IV estimator

\[
\hat{\delta}_{IV} = (\hat{Y}'X)^{-1}(\hat{Y}'Y)
\]  

(2.3)

for \( \hat{Y} = (P - \hat{\alpha}I_n)X \) where \( I_n \) is the \( n \times n \) identity matrix.

2.3. Regularization with a Dense Signal. There are, of course, many options available for performing regularization. Perhaps the most obvious approach to regularization is to directly reduce the number of instruments either through intuition or some more formal mechanism. Any dimension reduction mechanism that makes use of only \( Z_i \) without regard to \( X_i \) will produce a set of instruments, \( \tilde{Z}_i \), that satisfies the exclusion restriction \( E[\tilde{Z}_i \epsilon_i] = 0 \) if the original instruments satisfied \( E[Z_i \epsilon_i] = 0 \). Such approaches include, for example, selecting a set of instruments at random or performing a factor decomposition of \( Z_i \) and choosing the first few factors as instruments. The drawback of such approaches is that they may discard some or even all of the signal about the relationship between the instruments and endogenous variables if the correct set of factors is not chosen. Discarding this signal will result in a loss in efficiency and may result in a lack of identification if insufficient signal is maintained.

The desire to maintain the signal available in the instruments while simultaneously regularizing the estimation problem leads to the consideration of data-driven dimension reduction schemes that make use of the information in \( X_i \) as well as in the instrument set. A natural approach is to use a variable selection procedure to select a small dimensional set of instruments to then use in a conventional IV-based estimator. Bai and Ng (2009), BCCH, and Gautier and Tsybakov (2011) provide examples of this approach. The formal validity of this approach relies on the assumption that the signal, \( \Upsilon \), may be well-approximated by a sparse model in \( Z \). That is, these approaches make use of a model where \( \Upsilon_i = \tilde{Z}_i^\prime \Pi \) up to a small approximation error where \( \tilde{Z}_i \) is an \( s \)-dimensional set of the “relevant” instruments whose identities are unknown and estimated from the data and which have associated coefficients \( \Pi \). BCCH show that valid inference for \( \delta_0 \) may be obtained after doing first-stage variable selection if \( s^2/n \to 0 \) and also

\(^4\)LIML uses a data-dependent \( \hat{\alpha} \) which is identically equal to one when \( K \geq n \).

\(^5\)Formally, CSHNW require that \((Z'Z/n)\) have minimum eigenvalue bounded away from 0 for \( n \) large enough.
show that this condition can be weakened to \( s/n \to 0 \) if a split-sample procedure is used. Intuitively, sparsity requires that the signal be concentrated among a small set of factors within the set of considered instruments.

To help differentiate the sparse and dense signal cases, consider a sequence of models with only one endogenous variable that has an exactly linear and homoskedastic first-stage. That is, let \( X_i = Z_i'\Pi_n + U_i = \sum_{j=1}^{K} Z_{ij} \pi_j + U_i \) where \( \text{E}[U_i^2 | Z_i] = \sigma_U^2 \) and \( K \) is the number of available instruments as before. Recall that the concentration parameter

\[
\mu_n^2 = \frac{n \Pi_n' \text{E}[Z_iZ_i'] \Pi_n}{\sigma_U^2},
\]

is a measure of the information available in the instruments that is closely related to the rate of convergence of IV estimators under the usual and many-instrument asymptotics with a larger value of the concentration parameter corresponding to more information. The concentration parameter satisfies \( \mu_n^2/n \geq C \) for some positive constant \( C \) under the usual asymptotic approximation which takes the dimension of \( Z_i \) to be small and fixed and the coefficients \( \Pi_n \neq 0_K \) to be fixed where \( 0_K \) is a \( K \times 1 \) vector of zeros. The sparse model generalizes this by allowing \( K \gg n \) but imposes that \( \mu_n^2/n \geq C \) and that

\[
\mu_n^2 = \frac{n \Pi_n' \text{E}[\tilde{Z}_i\tilde{Z}_i'] \Pi_n}{\sigma_U^2} = \frac{n \tilde{\Pi}_n' \text{E}[\tilde{Z}_i\tilde{Z}_i'] \tilde{\Pi}_n}{\sigma_U^2} + O(s)
\]

where \( \tilde{Z}_i \) are the instruments with non-zero coefficients, the coefficients on \( \tilde{Z}_i \) are given in \( \tilde{\Pi}_n \), and \( \text{dim}(\tilde{Z}_i) = s \) with \( s = o(n) \). That is, the sparse model allows for very many instruments but requires that only a relatively small set of instruments, \( \tilde{Z}_i \), have non-zero coefficients. Further, the sparse model imposes that the usual asymptotics would apply if one used only the \( s \) instruments given in \( \tilde{Z}_i \).

In this paper, we impose a different set of assumptions on the first-stage signal. Our conditions allow for cases where the concentration parameters based on every \( s = o(n) \) dimensional subset of the instruments, \( \tilde{Z}_i \) with coefficients \( \tilde{\Pi}_n \), satisfies \( \tilde{\mu}_n^2/n = \frac{n \tilde{\Pi}_n' \text{E}[\tilde{Z}_i\tilde{Z}_i'] \tilde{\Pi}_n}{\sigma_U^2} \to 0 \). In such cases, any model selection or sparsity based procedure which selects a small number of instruments for use in estimation will suffer a weak instrument problem since there is no low-dimensional set of variables among \( Z_i \) that provide strong forecasts of the endogenous variable. Instead, we only require that the concentration parameter given the full set of instruments is large in a sense made formal in Section 3.2. This case allows for scenarios where there is signal available in a combination of the full set of instruments but there is not a small set of instruments which contains the majority of the signal.\(^9\) We refer to this process for the first-stage signal as a “dense

---

\(^6\)The formal conditions on the growth rate of instruments are slightly more stringent.

\(^7\)For example, the conditions in BCCH only require that \( \log(K) = o(n^{1/3}) \).

\(^8\)BCCH also proposes an inference method that remains valid which allows for \( \mu_n^2/n \to 0 \) or even \( \mu_n^2 = 0 \).

\(^9\)As a simple example, note that this behavior would be generated by a model with \( \pi_j = \sqrt{C/K} \) for all \( j \) where \( K/n \to \rho > 0 \). Considering the case with \( Z_i \) iid with mean zero and variance one and with \( \sigma_U^2 = 1 \) for simplicity,
first-stage signal” or more simply as a “dense signal.” It seems that such cases may occur in practice. For example, the available instrument set may be a large set of dummy variables where there is no obvious reason one would believe the signal concentrates on a few categories and there is no natural way to aggregate the instrument set. Our proposed approach offers a simple, feasible estimation and inference option in cases such as this.

For further intuition about the difficulty raised by attempting to select instruments when the true model is not sparse, recall that valid instruments need to satisfy the exclusion condition

\[ E[Z_{ij} \epsilon_i] = 0. \]

The exclusion restriction may be violated for a set of instruments selected from a variable selection procedure that uses \( X_i \) since

\[ E[Z_{ij} \epsilon_i | Z_j \text{ selected}] \neq 0 \]

may occur when there are model selection mistakes in which instruments with population coefficient exactly equal to zero are erroneously included in the model. For such a selection mistake to occur, it must be that there is a high within-sample correlation between the instrument and the first-stage error \( U_i \). Given the correlation between the structural error \( \epsilon_i \) and \( U_i \), these incorrectly selected instruments will then violate the exclusion restriction.

When the true first-stage relationship is sparse in that there are only \( s = o(n) \) variables with non-zero coefficients and these variables are strongly informative so that usual asymptotics would apply if their identities were known, consistent model selection is possible. In such cases, the proper use of methods designed for estimating sparse high-dimensional models will result in very low probability of model selection mistakes where variables with zero coefficients are erroneously included in the model. It can then be shown that the magnitude of the expectation \( E[Z_{ij} \epsilon_i | Z_j \text{ selected}] \) will vanish rapidly enough so as not to affect estimation of the structural effect \( \delta_0 \); see, e.g., BCCH.

However, consistent variable selection is not feasible in a model with potentially very many instruments that are individually weak. The use of default choices of parameters involved in variable selection schemes such as those given in BCCH will often result in selection of no variables since the default choices are based on the assumption that the informative variables have coefficients that strongly differ from zero. An intuitive but incorrect resolution of this tension is to be less conservative in the model selection step and allow more variables into the model than would be included by standard implementations of sparse high-dimensional model estimators. Unfortunately, with many weak instruments, the variables selected will be a random set of instruments which consist of informative instruments and the uninformative instruments that are most highly correlated to the first-stage noise within sample. The inclusion

one will have \( \hat{\pi}_n^2 / n = sC/K \to 0 \) where \( s = \text{dim}(\tilde{Z}_i) \) is the number of instruments selected which will generically satisfy \( s/n \to 0 \) for usual sparsity-based model selection procedures.
of these variables in turn implies $E[Z_{ij} \epsilon_i | Z_j \text{ selected}] \neq 0$ provided $U_i$ and $\epsilon_i$ are correlated. We demonstrate this bias and the resulting potential for poor performance of post-model-selection inference in the simulation study reported in Section 4.

Rather than select instruments, one could also estimate the first-stage relationship using other shrinkage devices. Carrasco (2012) and Carrasco and Tchuente Nguembu (2012) consider a variety of regularization devices designed to directly regularize the inverse of the covariance matrix of the instruments, $(Z'Z/n)$, that shows up in the definition of standard IV estimators. See also Okui (2010) and Chamberlain and Imbens (2004) who take similar approaches. While these approaches are similar to the approach that we take in this paper in that we also use shrinkage rather than variable selection, they differ by placing different restrictions on the model, such as restrictions on the covariance operator of the instruments, that we do not require and by relying on full-sample estimates. Unfortunately, the problem noted above that first-stage estimates obtained from the full-sample of data may violate the exclusion restriction when there is not a sparse first-stage model is not reserved to strict variable selection devices but also applies to these other regularization schemes. Intuitively, the coefficients that will tend to be the least shrunk when there are very many weak instruments will be on the instruments that are most highly correlated to the first-stage noise which will result in the same violation of the exclusion restriction discussed above. We illustrate this bias in the simulation results reported in Section 4.

To deal with the correlation between estimated instruments and first-stage errors induced by first-stage regularization, we propose using jackknife estimators $\tilde{\Upsilon}_i$ of $\Upsilon_i$. Let $\phi(Z_i; X, Z)$ be a data-dependent rule for assigning predictions $\Upsilon_i$ based on $Z_i$. Then by the independence of $(\epsilon_i, U_i)$ across $i$, $\tilde{\Upsilon}_i = \phi(Z_i; X_{-i}, Z_{-i})$, where $X_{-i}$ and $Z_{-i}$ represent the data for all observations but observation $i$, is independent of $\epsilon_i$. That is, the exclusion restriction

$$E[\tilde{\Upsilon}_i \epsilon_i] = E[\phi(Z_i; X_{-i}, Z_{-i}) \epsilon_i] = 0$$

holds by construction if the conventional mean independence assumption, $E[\epsilon_i | Z_i] = 0$, is satisfied.\footnote{A related approach is to maintain the validity of the exclusion restriction by sample splitting as described in BCCH where instruments are selected with one half of the sample and the IV model is estimated using the second half. In initial simulations, we found that the RJIVE produced more efficient results.} Then using

$$\tilde{\delta} = \left( \sum_{i=1}^{n} \tilde{\Upsilon}'_i X_i \right)^{-1} \sum_{i=1}^{n} \tilde{\Upsilon}'_i y_i$$

provides consistent estimates of $\delta_0$ as long as the regularized leave-one-out-forecast gives informative predictions of $\Upsilon_i$.\footnote{A related approach is to maintain the validity of the exclusion restriction by sample splitting as described in BCCH where instruments are selected with one half of the sample and the IV model is estimated using the second half. In initial simulations, we found that the RJIVE produced more efficient results.}
In this section, we present the details of the proposed regularized JIVE. We choose to work with regularization via the ridge regression though we expect that the results below would remain valid for the combination of the jackknife with other regularization schemes. We focus on ridge-regularization for several reasons. First, since our primary interest is in models for which sparsity in the first stage is not necessarily correct, it seems natural to impose regularization via pure shrinkage rather than a combination of selection and shrinkage as in LASSO or a pure-selection device. Second, the estimator of $\delta_0$ when using ridge in the first stage is available in closed form, simplifying the analysis of the theoretical properties. Third, the theory for the ridge estimator fits very nicely with the existing theory for JIVE with many instruments developed in CSHNW which allows us to present concise theoretical results by adapting arguments from CSHNW allowing for regularization.

It is worth noting that our desire to accommodate the many-weak-instrument or dense signal setting leads to some important technical distinctions between the approach we consider and a canonical treatment of high-dimensional estimation in a sparse setting. First, as in BCCH, we focus on estimation of and inference about a fixed-dimensional object: the coefficient on the endogenous variable. As has been demonstrated in the many instrument literature, estimation and inference about this object may proceed without relying on first-stage consistency. Unlike BCCH, we do not establish a semi-parametric efficiency result over this finite-dimensional parameter because the possibility of a dense signal renders precise estimation of the optimal first-stage signal infeasible. More generally, we do not establish any type of oracle or efficiency results as is often done in sparse high-dimensional settings. We focus on the less ambitious goal of showing that consistent and asymptotically normal estimation of the structural parameter is feasible if a well-behaved first-stage estimate can be constructed that has non-vanishing correlation with the infeasible optimal signal even when more variables than observations and a dense model are allowed. Without leveraging strong beliefs that would lead to non-robust performance of the estimator across different coefficient structures, it appears that there will always be a loss of efficiency relative to the infeasible estimator that knows the values of the first-stage coefficients when one allows for an unknown and potentially strong deviation from sparsity. Further examination of the efficiency properties of estimators in this setting may be an interesting avenue for future research.

3.1. The Ridge-Regularized JIVE. Recall that the ridge regression coefficient estimate from the regression of the variable $X$ onto the set of variables $Z$ is given as

$$
\hat{\Pi} = \arg \min_{\Pi} \| X - Z\Pi \|_2^2 + \| \Pi \|_2^2, \Lambda
$$

where we let $\| W \|_2^2, A = W' A' AW$ for any vector $W$ and any conformable, positive definite matrix $A$. That is, the ridge regression chooses parameters to minimize the within sample sum
of squared residuals plus a penalty term for the weighted sum of squared regression coefficients. The penalty is designed so that the ridge regression favors models with small coefficients which helps to avoid overfitting. The ridge regression is extremely convenient as a shrinkage device since the ridge coefficient estimates are available in closed form:

\[
\hat{\Pi} = (Z'Z + \Lambda'\Lambda)^{-1}(Z'X).
\] (3.4)

From this regression, it is apparent that the impact of the penalty term is to stabilize the inverse of the sample covariance matrix of the regressors, \(Z'Z\). Since \(Z'Z\) is positive semidefinite, the addition of the positive definite matrix \(\Lambda'\Lambda\) guarantees that the inverse in the definition of \(\hat{\Pi}\) is always well-defined. This behavior is in contrast to the usual OLS estimator \(\hat{\Pi}_{OLS} = (Z'Z)^{-1}(Z'X)\) which is ill-defined when \(K > n\) since \(Z'Z\) is singular by construction and may be poorly behaved far more generally since \(Z'Z\) may be near-singular when the dimension of \(Z\) is large relative to \(n\). Note that usual implementations of ridge regression set \(\Lambda = \gamma^{1/2}I_K\) for a scalar penalty parameter \(\gamma\). Our theory allows for the more general case but we follow this implementation in the simulation and empirical examples.\(^{11}\)

In principle, one could use \(\hat{\Upsilon} = \hat{\Pi}X\) for \(\hat{\Pi}\) in (3.4) in defining a regularized IV estimator which essentially corresponds to one of the regularization strategies pursued in Carrasco (2012). Carrasco (2012) provides conditions under which this approach is consistent and asymptotically normal for estimating \(\delta_0\). The drawback of this approach is that the estimated instrument \(\hat{\Upsilon}\) is correlated to the structural error \(\epsilon\) by construction in finite samples. Under the conditions of Carrasco (2012) this correlation is asymptotically negligible and thus does not adversely affect the asymptotic properties of the regularized IV estimator. However, these conditions rule out the case of a dense signal with number of instruments greater than the sample size. In the following, we offer a complementary approach that applies in the case of a high-dimensional dense signal.

Define \(\hat{\Pi}_{\lambda_i} = (Z'Z - Z_iZ_i' + \Lambda'\Lambda)^{-1}(Z'X - Z_iX_i')\) which is the ridge regression coefficient from running a ridge regression of \(X\) on \(Z\) with regularization matrix \(\Lambda\) using all but the \(i^{th}\) observation. The leave-one-out estimator \(\hat{\Upsilon}_i\) for the value of the instrument for the \(i^{th}\) individual may then be defined as \(\hat{\Upsilon}_i = Z_i'\hat{\Pi}_{\lambda_i}\). Using the constructed \(\hat{\Upsilon}_i\), we then define the ridge-regularized JIVE as

\[
\hat{\delta} = \left(\sum_{i=1}^{n} \hat{\Pi}_{\lambda_i} Z_iX_i'\right)^{-1} \sum_{i=1}^{n} \hat{\Pi}_{\lambda_i} Z_iy_i.
\] (3.5)

\(^{11}\)This choice of penalty matrix would not generally be optimal in the case where consistent model selection is possible. Feasible optimality of IV estimators with dense first-stage signal is an interesting question as estimation of the optimal instruments will generally not be possible in this scenario.
By using the sample excluding the $i^{th}$ observation, the RJIVE breaks the correlation between $\hat{Y}_i$ and $\epsilon_i$ in the case of a dense first-stage signal. The use of ridge in constructing this estimated instrument also regularizes the problem allowing signal extraction from the large set of instruments while avoiding overfitting. The cost of this regularization is that some signal will be lost due to the imposed shrinkage. It seems that loss of first-stage signal will be generic in high-dimensional dense settings, but further exploration of this issue is warranted.

It is useful to relate the RJIVE to the formulation of the JIVE from CSHNW\textsuperscript{12} since the estimators are quite similar and exploiting this similarity allows us to simplify the proofs and technical details of the RJIVE. Because estimates from ridge regression can be calculated by performing the augmented regression of $X^{aug} = \left( X' \ 0'_{G \times K} \right)'$ on $Z^{aug} = \left( Z' \ \Lambda \right)'$, results on recursive residuals as used in CSHNW continue to apply\textsuperscript{13}.

\[\hat{\Pi}^\Lambda_{-i} Z_i = (X^{aug'} Z^{aug'} Z^{aug})^{-1} Z_i - P^{aug}_{ii} X_i) / (1 - P^{aug}_{ii}) = \sum_{j \neq i} P^{aug}_{ij} X^{aug}_j / (1 - P^{aug}_{ii})\]

where $P^{aug} := Z^{aug}(Z^{aug'} Z^{aug})^{-1} Z^{aug'}$ is an $(n + K) \times (n + K)$ projection matrix of rank $K$ and $P^{aug}_{ij}$ denotes the $(i, j)$ element of $P^{aug}$. Note that $P^{aug}$ has rank $K$ by construction since $\Lambda' \Lambda$ is positive definite, and that the first principal $n \times n$ submatrix of $P^{aug}$ is $P^{\Lambda} = Z(Z'Z + \Lambda' \Lambda)^{-1} Z'$.

Due to the fact that $X^{aug}_j = 0$ for $j > n$, the expression for $\tilde{\delta}$ can then be simplified to

\[\tilde{\delta} = \tilde{H}^{-1} \sum_{i \neq j} X_i P^{\Lambda}_{ij} (1 - P^{\Lambda}_{jj})^{-1} y_j\]

with

\[\tilde{H} = \sum_{i \neq j} X_i P^{\Lambda}_{ij} (1 - P^{\Lambda}_{jj})^{-1} X'_j.\]  \hspace{1cm} (3.6)

Letting $\xi_i = (1 - P^{\Lambda}_{ii})^{-1} \epsilon_i$ and substituting $y_i = X_i' \delta_0 + \epsilon_i$, we finally have

\[\tilde{\delta} = \delta_0 + \tilde{H}^{-1} \sum_{i \neq j} X_i P^{\Lambda}_{ij} \xi_j.\]

In the following section, we provide conditions under which $\tilde{\delta}$ is consistent and asymptotically normal. Specifically, we provide conditions so that, after scaling, $\tilde{H}^{-1}$ converges in probability to a non-singular limit and a central limit theorem applies to $\sum_{i \neq j} X_i P^{\Lambda}_{ij} \xi_j$. Finally, we verify that the asymptotic variance of $\tilde{\delta}$ can be consistently estimated with

\[\tilde{V} = \tilde{H}^{-1} \tilde{\Sigma} \tilde{H}^{-1}\]  \hspace{1cm} (3.7)

\textsuperscript{12}CSHNW consider an alternative jackknife estimator which they call JIV2. We only consider the regularized analogue of JIV1 since its use is motivated by the dense signal problem and it exhibits better performance in simulation.

\textsuperscript{13}A brief derivation is provided in the appendix.
where
\[ \hat{\Sigma} = \sum_{i,j} \sum_{k \neq \{i,j\}} P^A_{ik} P^A_{jk} X_i' \tilde{\epsilon}_k^2 + \sum_{i \neq j} (P^A_{ij})^2 X_i \tilde{\epsilon}_i' \tilde{\epsilon}_j \]
and
\[ \tilde{\epsilon}_i = (1 - P^A_{ii})^{-1} (y_i - X_i' \tilde{\delta}) \]

A final consideration for implementing the RJIVE is selection of the penalty matrix \( \Lambda \). We follow the usual approach for ridge regression by setting \( \Lambda = \gamma^{1/2} I_n \) and further set \( \gamma^{1/2} = CK^{1/2} \). In our simulations, we set the constant of proportionality \( C \) for each first-stage equation to the sample standard deviation of the element of \( X_i \) being considered. This practice is closely related to the penalty used in Dicker (2012).

3.2. Asymptotic Properties of RJIVE. In this section, we state the conditions under which we derive the properties of the RJIVE and state formal results. Proofs of theorems are provided in the appendix. Throughout, we work with an asymptotic approximation that considers an array of models where the number of instruments increases with the number of observations, \( n \). Thus, all objects are implicitly indexed by \( n \), but we suppress this indexing except where it would cause confusion for notational convenience. We let \( C \) be a generic constant whose value does not depend on \( n \) but may change with each use. We let a.s. denote almost surely and a.s.n. denote a.s. for \( n \) large enough.

**Assumption 1.** \( K \to \infty. \) \( \Lambda = \Lambda_n \) is a sequence of \( K \times K \) positive definite penalty matrices such that for \( P^A := Z(Z' Z + \Lambda')^{-1} Z' \), \( P^A_{ii} \leq C \) for some \( C < 1 \) and for all \( i = 1, \ldots, n \), a.s.n.

**Assumption 2.** The optimal instrument \( \Upsilon \) can be written \( \Upsilon_i = S_n v_i / \sqrt{n} \) for some \( v_i \) and \( S_n \) where \( S_n = \tilde{S}_n \text{diag}(\mu_{1n}, \ldots, \mu_{Gn}) \), \( \tilde{S}_n \) is \( G \times G \) and bounded and the smallest eigenvalue of \( \tilde{S}_n S_n' \) is bounded away from zero. For each \( 1 \leq j \leq G \), either \( \mu_{jn} = \sqrt{n} \) or \( \mu_{jn}/\sqrt{n} \to 0 \). Also, \( r_n := (\min_{1 \leq j \leq G} \mu_{jn})^2 \to \infty \) and \( \sqrt{K}/r_n \to 0 \). Finally, there is \( C > 0 \) such that \( \| \sum_{i=1}^{n} v_i v_i' / n \| \leq C \) where \( \| \cdot \| \) denotes the Euclidean norm, and the smallest eigenvalue \( \lambda_{\min}(\sum_{i=1}^{n} v_i v_i') \geq 1/C \) a.s.n.

**Assumption 3.** There is a constant, \( C \), such that conditional on \( Z = (\Upsilon, Z, \Lambda) \), the observations \( (\epsilon_1, U_1), \ldots, (\epsilon_n, U_n) \) are independent with \( E[\epsilon_i | Z] = 0 \) for all \( i \), \( E[U_i | Z] = 0 \) for all \( i \), sup \( E[\epsilon_i^2 | Z] < C \), and sup \( E[\|U_i^2\| | Z] < C \), a.s.

---

\[ \tilde{H} = X' P^A \tilde{X} - \sum_{i=1}^{n} X_i P^A_i \tilde{X}_i' \]

\[ \hat{\Sigma} = \sum_{i=1}^{n} (X_i X_i' - X_i P^A_i X_i') \tilde{\epsilon}_i^2 + \sum_{k=1}^{K} \sum_{l=1}^{K} \left( \sum_{i=1}^{n} Z_{ik} Z_{il} X_i \tilde{\epsilon}_i \right) \left( \sum_{j=1}^{n} Z_{jk} Z_{jl} X_j \tilde{\epsilon}_j \right)' \]

where \( \overline{X} = P^A X \), \( \tilde{X}_i = X_i/(1 - P^A_i) \) and \( \tilde{Z} = Z(Z' Z + \Lambda')^{-1} \). It can be shown that the two expressions are numerically equivalent. For the non-penalized case, this was proven explicitly in CSHNW.
Assumption 1 places mild restrictions on the sequence of penalty matrices that are used to regularize the problem. The condition is akin to the usual full rank assumption on the matrix of instruments $Z$ but allows for more general behavior. Importantly, this condition allows for $Z$ to be rank deficient and, as such, allows for $K > n$. The condition will be satisfied quite generally when the sequence of regularization matrices has minimum eigenvalue bounded away from zero and proportional to $K$ and can generically be made true by imposing sufficient regularization.

Assumption 2 imposes restrictions on the strength of the first-stage signal available in the infeasible optimal instrument $\Upsilon$. It is identical to Assumption 2 of CSHNW, and CSHNW provide detailed discussion of the classes of models for optimal instruments accommodated by this assumption. $v_i$ defined in Assumption 2 is unobserved and of the same dimension as the infeasible optimal instrument for observation $i$, $\Upsilon_i$. As such, $v_i$ is best regarded simply as a rescaled version of this optimal instrument. The statement of the condition is general enough to allow for strong identification of first-stage relationships when $\mu_{jn} = \sqrt{n}$ for each $1 \leq j \leq G$, weak identification of first-stage relationships when $\mu_{jn}/\sqrt{n} \to 0$ for each $1 \leq j \leq G$, and situations in which some endogenous variables, those with $\mu_{jn} = \sqrt{n}$, have strong first-stage relationships and some endogenous variables, those with $\mu_{jn}/\sqrt{n} \to 0$, have weak first-stage relationships. The condition that $r_n \to \infty$ rules out the case of a small number of weak instruments as considered in, for example, Staiger and Stock (1997), Andrews and Stock (2007), and Stock, Wright, and Yogo (2002).

Assumption 3 places standard conditions on the error terms and formalizes the exclusion restrictions. The conditions on second moments impose bounded conditional heteroskedasticity, and we also assume independence of the errors across observations.

Next define

$$\tilde{v}_i := Z_i'(Z'Z + \Lambda'\Lambda)^{-1}Z'v = \sum_{j=1}^{n} P_{ij}^\Lambda v_j = [P^\Lambda v]_i$$

which can be interpreted as the predicted value of $v_i$ after ridge-regularization. In addition, define the jackknife analog for prediction:

$$\hat{v}_i := Z_i'(Z'Z + \Lambda'\Lambda - Z_iZ_i')^{-1}(Z'v - Z_i\tilde{v}_i).$$

Recall that $Z_i$ are the observed, feasible instruments that are used in estimation while $v_i$ is an unobservable related to the optimal instrument.

**Assumption 4.** There is a constant $C > 0$ such that $\lambda_{\min}(\sum_{i=1}^{n} v_i\tilde{v}_i/n) \geq C$ a.s.n.

This assumption is a relevance condition stating that the ridge-predicted value of the optimal instrument is related to the unobserved optimal instrument. This condition requires that the signal remaining after regularization is a non-vanishing fraction of the signal present before
regularization. Satisfaction of this condition will require both that there was signal in the optimal instrument as in Assumption 2 and that the problem is not so high-dimensional that the amount of regularization required to guarantee stable behavior of the regularized estimator results in loss of all the signal available in the instruments. For example, Dicker (2012) shows that the $\ell^2$-risk of the optimal ridge-estimator with Gaussian regressors in a dense model with $K/n \to \infty$ is asymptotically the same as the risk from the trivial estimator that sets all coefficients to 0 and that this trivial estimator is asymptotically minimax. The ridge-fit should be very similar to constant in this case and thus have no signal. Assumption 4 rules this and similar cases out.

In practice, the observable quantity $\tilde{H}$ defined in (3.6) gives a signal about the size of $\sum_{i=1}^{n} v_i \tilde{Y}_i^2 / n$, and the two quantities are approximately equal in large enough samples. This gives the researcher a heuristic to assess the validity of Assumption 4. If it is observed that the eigenvalues of $\tilde{H}$ are small relative to the variability of $X$, then Assumption 4 may be questionable.

For concreteness, we provide a simple example that satisfies Assumption 4.

**Example 1.** Suppose that the set of instruments are Gaussian and independent across observations and variables so that $Z_i \sim N(0, I_K)$. The first stage model is generated from $X_i = Z_i^\prime \Pi + U_i$ with $\text{dim}(X_i) = 1$, $U_i$ satisfying the conditions in Assumption 3, and $\Pi$ satisfying $\|\Pi\|_2 I_K = c_0 > 0$. In the context of the model, $\Upsilon_i = v_i S_n / \sqrt{n}$ with $S_n = \sqrt{n}$ and $v_i = Z_i^\prime \Pi$. In addition, let $K/n \to \rho \in (0, \infty)$ and $\Lambda = \lambda K I_K$ for every $n$ and any fixed $\lambda > 0$. Then Assumptions 1, 2 and 4 are satisfied. A proof of the statement is provided in the appendix.

Assumptions 1-4 are sufficient for consistency of RJIVE.

**Theorem 1.** Suppose that Assumptions 1-4 are satisfied. Then, $\sqrt{n} S_n^2 (\tilde{\delta} - \delta_0) \overset{P}{\to} 0$ and $\left(\tilde{\delta} - \delta_0\right) \overset{P}{\to} 0$.

To establish asymptotic normality and provide a consistent estimator of the asymptotic variance of $\tilde{\delta}$, we impose two additional conditions.

**Assumption 5.** There is a constant $C > 0$ such that $\sum_{i=1}^{n} \|v_i\|^4 / n^2 \to 0$, $\sum_{i=1}^{n} \|\tilde{v}_i\|^4 / n^2 \to 0$, $\sup_i E[|\epsilon_i^4| |Z|] < C$, and $\sup_i E[|U_i|^4 |Z|] \leq C$ a.s.

**Assumption 6.** There exists $C > 0$ such that a.s.$n \sup_i \|\bar{v}_i\| \leq C$ and $\sup_i \|v_i\| \leq C$.

Assumption 5 is quite standard in the literature and assumes that various fourth moments are bounded. Assumption 6 imposes that the (appropriately rescaled) optimal instrument is weak

---

15This condition can be weakened to allow a regularized signal that is non-zero, but approaching zero at the cost of strengthening Assumption 2. We forego this generalization because it requires introduction of more notation and makes the proofs more cumbersome.
bounded almost surely and that the regularized predictions of the rescaled optimal instruments are bounded almost surely. The latter condition seems quite reasonable since regularized predictions are generally biased towards the sample mean. Nevertheless, it is possible to exhibit a sequence of optimal instruments and a sequence of regularized projection matrices such that the regularized predictions grow without bound. Assumption 6 rules out such sequences.

The following notation will aid the discussion and proofs of the asymptotic normality results that follow. First, define

\[ H_n = \sum_{i=1}^{n} \frac{v_i \bar{v}_i^2}{n}. \]

We will show that suitably normalized, the difference between \( \tilde{H} \) and \( H_n \) vanishes in probability. In addition, as mentioned above, a central limit theorem will apply to the term \( \sum_{i \neq j} X_i P_{ij}^\lambda \xi_i \). The asymptotic variance of this term will decompose into the sum of

\[ \Omega_n = \sum_i E[\xi_i^2 | Z](\bar{v}_i - P_{ii}^\lambda v_i)(\bar{v}_i - P_{ii}^\lambda v_i)' / n, \]

which corresponds to the usual limiting variance given a fixed number of instruments, and

\[ \Psi_n = S_n^{-1} \sum_{i \neq j} P_{ij}^\lambda (E[U_i U_i' | Z] E[\xi_i^2 | Z] + E[U_i \xi_i | Z] E[U_i' \xi_j^2 | Z]) S_n^{-1}'. \]

which can be thought of as a correction for the presence of an increasing number of instruments. Finally, the asymptotic variance of \( \tilde{\delta} \) will take the form

\[ V_n = H_n^{-1}(\Omega_n + \Psi_n)H_n^{-1}. \]

**Theorem 2.** Suppose that Assumptions 1-5 are satisfied, \( \sigma_i^2 := E[\epsilon_i^2 | Z] \geq C > 0 \) a.s. and \( K/r_n \) is bounded. Then \( V_n \) is nonsingular a.s. n and

\[ V_n^{-1/2} S_n'(\tilde{\delta} - \delta_0) \xrightarrow{d} N(0, I). \]

As in CSHNW, asymptotic variance matrices may be singular when \( K/r_n \to \infty \). Such could arise when there are different strengths of identification for different elements of \( X \). To accommodate the possibility of singularity, results are stated in terms of linear combinations of the RJIVE defined by a sequence of \( \ell \times G \) matrices, \( L_n \).

**Theorem 3.** Suppose that Assumptions 1-5 are satisfied and \( K/r_n \to \infty \). If \( L_n \) is a bounded sequence of \( \ell \times G \) matrices such that \( \lambda_{\min}(L_n V_n^* L_n^*) \geq C \) a.s.n for some \( C > 0 \), and for \( V_n^* := H_n^{-1}(r_n/K)\Psi_n H_n^{-1}, \)

\[ (L_n V_n^* L_n^*)^{-1/2} L_n \sqrt{r_n/K} S_n'(\tilde{\delta} - \delta_0) \xrightarrow{d} N(0, I_\ell). \]

Theorems 2 and 3 provide asymptotic distributions under the case where the optimal instrument is strong and weak relative to the number of observed instruments. These results provide an interesting comparison to the asymptotic results in BCCH. BCCH consider the case where \( K \) may be much greater than \( n \), allowing for \( K = b_n \exp(n^{1/3}) \) for a decreasing sequence \( b_n \), and
provide consistent and asymptotically normal estimators of $\delta_0$ under the assumption that the first-stage signal is sparse. In our paper, we relax the condition that the first-stage is sparse but, to jointly satisfy Assumptions 1 and 4 in the dense case, implicitly impose stronger conditions on the rate of growth of $K$ relative to $n$; see, e.g. Dicker (2012). Thus, we feel the two approaches are complements. The sparse model allows one to potentially consider far more instruments than in the case where one is unwilling to assume sparsity. On the other hand, the results in this paper suggest that one can do without the sparse model assumption in the scenario when the number of available instruments is not very much greater than the number of observations which seems like a relevant scenario in practice.

Our final result verifies that the variance estimator given in 3.7 is consistent.

**Theorem 4.** Under Assumptions 1-6, if $K/r_n$ is bounded, then

$$S_n'\hat{V}S_n - V_n \xrightarrow{p} 0.$$  

If $K/r_n \to \infty$, then

$$r_n S_n'\hat{V}S_n/K - V_n^* \xrightarrow{p} 0.$$

### 4. Simulation Study

The results in the previous sections suggest that RJIVE should have good estimation and inference properties provided the sample size $n$ is large. We demonstrate the performance of our asymptotic approximation for RJIVE and provide a comparison with several other standard estimators using a simulation study based on the simple data generating process

$$y_i = x_i\delta_0 + \epsilon_i, \quad x_i = Z_i'\Pi + U_i,$$

$$(\epsilon_i, U_i) \sim N \left(0, \begin{pmatrix} \sigma^2_{\epsilon} & \sigma_{\epsilon U} \\ \sigma_{U \epsilon} & \sigma^2_U \end{pmatrix} \right)$$

where the treatment variable $x_i$ is scalar and the parameter of interest is $\delta_0 = 1$. We fix the sample size at $n = 100$ and the correlation between $\epsilon_i$ and $U_i$ to $\rho = .6$. We consider various settings for the remaining parameters of the model.

First, we consider two different data-generating processes on the instruments. We are particularly motivated by the performance of estimators in the presence of many categorical variables and therefore consider a binary instrument design. In the binary instrument design, all instruments are independently drawn with $Z_{ij} \in \{0, 1\}$ with $P(Z_{ij} = 1) = .5$. The second design considers Gaussian instruments that are correlated with one another. Under the Gaussian instrument design, all instruments are drawn with mean 0 and variance $\text{var}(Z_{ij}) = .3$. Dependence between instruments is given by $\text{corr}(Z_{ij}, Z_{ik}) = .5|j-k|$. In each design, we set the number of instruments to $K = 95$ or $K = 190$.

We also consider two different sets of first-stage coefficients that are meant to generate dense and sparse first-stage relationships. In the dense case, the signal is determined with coefficient
$\Pi = (\iota_{4K}, 0_{6K})'$ where $\iota_p$ is a $1 \times p$ vector of ones and $0_q$ is a $1 \times q$ vector of zeros. In the sparse case, we set $\Pi = (\iota_5, 0_{K-5})'$ so only the first five instruments are relevant. We alter the strength of the instruments by adjusting the noise $\sigma_U^2$ in the first stage regression. We measure instrument strength using the concentration parameter $\mu^2 = n\Pi' E[Z_i' Z_i] \Pi / \sigma_U^2$. We consider a weak and a strong first stage signal with $\mu^2 = 30$ and $\mu^2 = 150$ respectively. The remaining component of the covariance matrix of the errors is the variance of the structural error which we fix at $\sigma_\epsilon^2 = 2$.

In addition to RJIVE, we consider five alternative estimators for each setting. We report the Post-LASSO estimator described in BCCH, LASSO-JIVE which is an \textit{ad hoc} modified version of the Post-LASSO described below, the shrinkage estimator of Carrasco (2012), the standard JIVE without regularization, and two stage least squares. The Post-LASSO estimator is expected to perform well in the sparse design. In the dense design, LASSO is likely to select no instruments in many simulation replications when the penalty level is set according to usual recommendations motivated from sparse estimation which leaves the estimator undefined. To address this, we consider a second, Post-LASSO-like estimator, LASSO-JIVE with a liberal penalty level\footnote{The penalty level recommended for Post-LASSO in BCCH, for example, is proportional to $\sqrt{n \log K}$. In our simulations, we set the penalty to $2.2 \sqrt{2n \log(2K)} \sigma_U \sigma_\epsilon$, where the standard deviations are set to their true values. We relax the penalty by a factor of $\sqrt{n}$ to $2.2 \sqrt{2 \log(2K)} \sigma_U \sigma_\epsilon$ for selecting instruments for LASSO-JIVE.} that allows more instruments to be selected in the first stage model. To account for the fact that many instruments may be selected with the liberal penalty level, we then apply JIVE using the selected instruments. We calculate the Tikhonov-regularized version of Carrasco’s (2012) estimator\footnote{Carrasco (2012) requires the input of a tuning (penalty) parameter. Carrasco (2012) provides an expression for the approximate mean squared error of the estimator and suggests choosing the tuning parameter to minimize this criterion. We calculate the optimal tuning parameter for one simulation run assuming the true values for $\sigma_\epsilon^2$, $\sigma_{u_\theta}$, and $Z_i' \Pi$ are known. For the remaining simulations, the same tuning parameter is used.} JIVE is valid under many instruments and is an alternative to regularization estimators when $K < n$. Since JIVE is ill-defined with $K > n$, we proceed by selecting 95 instruments at random and performing JIVE with the selected instruments when $K = 190$. Finally, we consider 2SLS since it is the most common IV estimator found in the literature and provides a natural benchmark. Just as for JIVE, we randomly select a subset of 95 instruments for forming the 2SLS estimator when $K = 190$. We set the penalty matrix in RJIVE equal to $s_x \sqrt{K} I_K$ where $s_x$ is the sample standard deviation of $x$ which is recalculated at every simulation replication and $I_K$ is the $K \times K$ identity matrix.

The results are based on 1500 simulations for each setting described above. In each simulation the data is centered so that each variable has in-sample mean zero before applying the various estimators. For each estimator, we calculate the median bias, median absolute deviation, and rejection rate for a 5%-level test of $H_0: \delta_0 = 1$. In many of the simulations, the Post-LASSO estimator is undefined as LASSO sets all coefficients to zero. In such a case, we record a failure to reject the null which is a conservative alternative to applying the Sup-score statistic described in
BCCH. Median bias and median absolute deviation for Post-LASSO are calculated conditional on the LASSO producing at least one non-zero coefficient estimate. In all simulations, LASSO-JIVE selected at least one instruments with the median number of instruments selected ranging from 48 to 70.

The results for $K = 95$ are reported in Table 1. Panels A and B show results for a weak signal ($\mu^2 = 30$). For the weak signal, RJIVE and JIVE are the only estimators that produce reasonable rejection frequencies. They both show small median bias relative to median absolute deviation. By contrast, all other estimators seem to be dominated by bias regardless of whether the signal is dense or sparse. This performance demonstrates the robustness of the JIVE and RJIVE in the presence of a relatively weak signal. RJIVE has considerably smaller absolute deviation than its unregularized counterpart, JIVE. Panels C and D show results for a stronger signal ($\mu^2 = 150$). As expected with a strong sparse signal, the Post-LASSO has approximately correct size in the sparse case and smaller median absolute deviation than RJIVE.

The results for $K = 190$ are reported in Table 2. Panels A and B again show results for a weak signal ($\mu^2 = 30$). For the weak signal, RJIVE and JIVE are again the only estimators that produce correct rejection frequencies. They both show small bias relative to median absolute deviation. By contrast, all other estimators seem to be dominated by bias regardless of whether the signal is dense or sparse. Panels C and D show results for a stronger signal ($\mu^2 = 150$). Once again, the Post-LASSO has approximately correct size in the sparse case and has smaller median absolute deviation than RJIVE. This case most clearly shows the relative strength of the Post-LASSO to the RJIVE. Post-LASSO can effectively locate a concentrated strong signal among a set of very many instruments and thus outperforms RJIVE. The RJIVE, on the other hand, dominates all considered procedures across the remainder of the designs and continues to control size and has reasonable risk properties in the strong-sparse-signal case but loses efficiency relative to Post-LASSO. This loss of efficiency in the strong-sparse case appears to be the cost of the additional robustness that RJIVE enjoys relative to Post-LASSO and would likely be apparent for other sparsity-based procedures. Overall, the simulations suggest that RJIVE may usefully complement existing approaches to estimation and inference with many instruments, especially in settings where sparsity is suspect.

\[^{18}\]In the binary simulation with $K = 95$, LASSO selected 0 instruments in 1437, 1359, 610, and 99 runs for cases of dense signal with low concentration parameter, sparse signal with low concentration parameter, dense signal with high concentration parameter, and sparse signal with high concentration parameter. With Gaussian instruments and $K = 95$, LASSO selected 0 instruments in 543, 180, 0, and 0 runs. For $K = 190$ in the binary simulation, reading left to right across the table, LASSO selected 0 instruments in 1470, 1405, 833 and 139 runs. With Gaussian instruments and $K = 190$, LASSO selected 0 instruments in 869, 261, 0, and 0 runs.

In this section, we illustrate the use of the RJIVE by revisiting the classic example in the many-instrument literature, Angrist and Krueger (1991). Interest in this example focuses on attempting to estimate the causal effect of schooling on earnings by addressing the potential endogeneity of schooling through the use of instrumental variables. The identification strategy and data from Angrist and Krueger (1991) provides many instruments which can be used for schooling, and a substantial body of literature has arisen discussing concerns about the potential biases and inferential problems introduced from using the full set of available instruments. See, for example, Bound, Jaeger, and Baker (1995), Angrist, Imbens, and Krueger (1999), Staiger and Stock (1997) and Hansen, Hausman, and Newey (2008).

As in Angrist and Krueger (1991), we consider the model

\[
\log(wage_i) = \alpha \text{Schooling}_i + w'_i\gamma + \varepsilon_i
\]

\[
\text{Schooling}_i = Z'_i\Pi_1 + w'_i\Pi_2 + u_i
\]

where \(\varepsilon_i\) and \(u_i\) are unobservables that satisfy \(E[\varepsilon_i|w_i, Z_i] = E[u_i|w_i, Z_i] = 0\), \(\log(wage_i)\) is the log(wage) of individual \(i\), \(\text{Schooling}_i\) is the reported years of completed schooling of individual \(i\), \(w_i\) is a vector of control variables, and \(Z_i\) is a vector of instrumental variables that affect education but do not directly affect the wage. The data were drawn from the 1980 U.S. Census and consist of 329,509 men born between 1930 and 1939. For \(w_i\), we use a set of 510 variables consisting of a constant, 9 year-of-birth dummies, 50 state-of-birth dummies, and 450 state-of-birth \(\times\) year-of-birth interactions. As instruments, we use three quarter-of-birth dummies and interactions of these quarter-of-birth dummies with the full set of state-of-birth and year-of-birth controls in \(w_i\) giving a total of 1527 potential instruments. Angrist and Krueger (1991) discusses the endogeneity of schooling in the wage equation and provides an argument for the validity of \(Z_i\) as instruments based on compulsory schooling laws and the shape of the life-cycle earnings profile. We refer the interested reader to Angrist and Krueger (1991) for further details. The coefficient of interest is \(\alpha\), which summarizes the causal impact of education on earnings.

We report results for estimating \(\alpha\) from several strategies and for three different instrument sets in Table 3. Each panel in Table 3 gives the results for a different set of instruments. For each set of instruments, we report results from the conventional 2SLS estimator in columns labeled “2SLS”, the JIVE estimator in columns labeled “JIVE” \(^{19}\) the Post-LASSO estimator of BCCH in columns labeled “Post-LASSO” \(^{20}\) and RJIVE in columns labeled “RJIVE”. For RJIVE, we set the ridge penalty matrix as \(\sqrt{K} s_{x|w} I_K\) where \(K\) is the number of variables in \(Z_i\), \(I_K\) denotes

\(^{19}\) Specifically, we use the JIV1 estimator of Phillips and Hale (1977). See also Angrist, Imbens, and Krueger (1999) and CSHNW.

\(^{20}\) We set the penalty parameter in the LASSO according to the refined option in BCCH equation (A.21) using residuals from the regression of schooling on the three main quarter-of-birth effects.
the $K \times K$ identity matrix, and $s_{x|w}$ is the sample standard deviation of the residuals from the OLS regression of schooling on the controls. We also report heteroskedasticity consistent standard error estimates for each estimator.

Given knowledge of the instruments and the identification argument from Angrist and Krueger (1991), a natural set of instruments is simply the three main quarter-of-birth dummies. Panel A of Table 3 gives results from using this set of instruments. In this case, the four estimators considered give very similar results. These three instruments are relatively powerful and do not seem to result in substantial first-stage overfitting. As such, the 2SLS estimator is fairly well-behaved and lines up well with the other, more robust procedures. Due to the small number and relative strength of the instruments, the ridge regularization using the suggested penalty imposes very little regularization, and the JIVE and RJIVE estimates are nearly identical. Interestingly, LASSO only selects two of the three possible instruments and produces estimates very similar to JIVE.

In Panel B of Table 3, we report results using 180 instruments formed by using the three quarter-of-birth main effects and their interactions with the 9 main effects for year-of-birth and 50 main effects for state-of-birth. Angrist and Krueger (1991) reported results from this set of instruments, motivating the use of the additional interactions from the standpoint of increasing efficiency. It is now generally believed that 2SLS estimates using this set of 180 instruments have a substantial bias toward OLS relative to the variability of the estimator due to overfitting of the first-stage which results in potentially misleading inference about the size of the schooling coefficient. As such, procedures that are robust to the presence of many instruments, such as JIVE or selecting instruments via LASSO, have been advocated when this instrument set is used. In our results, we do see that the 2SLS estimator shifts substantively toward the OLS estimate of .0673 when this larger set of instruments is used. On the other hand, all three of the many-instrument-robust point estimates remain near the value estimated using only the three main effects as instruments. We also see that the estimated standard error for each of the many-instrument-robust procedures is smaller than when only three instruments are used, suggesting there is additional signal available in the larger instrument set.

The results reported in Panel C of Table 3 are based on using the full set of 1527 instruments and are the most interesting from the standpoint of the present paper. In this case, we see that both the Post-LASSO and JIVE point estimates have shifted substantively toward the OLS estimate. In contrast, the RJIVE is very stable, remaining around the value estimated by all of the procedures using only three instruments. More interesting is the fact that standard errors from both JIVE and Post-LASSO are now pronouncedly larger than the standard error from the RJIVE. The increase in standard errors for Post-LASSO is due to the fact that LASSO now

21Hansen, Hausman, and Newey (2008) gives further discussion of this point.
22In this case, LASSO selects five instruments.
only selects one variable. This reduction in the number of variables selected is due to the fact that LASSO requires a higher level of signal from each variable before it allows it to enter as a significant predictor with a larger number of variables. Thus, the LASSO estimator remains reasonably stable in this example due to the fact that one of the quarter of birth instruments has a substantial amount of predictive power but may be discarding useful small signals and be inefficient. On the other hand, the leave-one-out fits used as instruments in the JIVE are highly variable due to the large number of essentially uninformative variables used in the first-stage which results in a very high many-instrument-robust standard error. The RJIVE effectively regularizes these uninformative signals out of the problem while apparently capturing more of the signal than LASSO, producing an estimator that remains stably at the value obtained when only the strong instruments are used while having a smaller estimated variance.

These results demonstrate that RJIVE produces sensible and what appear to be relatively high-quality estimates in this application. As with LASSO, the RJIVE behaves stably without requiring \textit{a priori} information about which are the relevant instruments and produces estimates that are very similar to those obtained from other leading approaches to estimation and inference when this information is used. Relative to LASSO, the RJIVE appears to use more signal in this example which may be due to the fact that the signal available in the many state-of-birth \times year-of-birth \times quarter-of-birth interactions is not sparse; i.e. there may be many of these terms that have small effects but provide valuable information in aggregate. These results suggest that RJIVE may provide a useful complement to currently advocated approaches to dealing with many instruments.

6. Conclusion

To improve efficiency of classical IV techniques, researchers may want to make use of many instruments in order to have stronger predictions of the exogenous variation in the treatment variable of interest. However, many traditional IV techniques perform poorly when many instruments are used. RJIVE gives a feasible method for using the information present in a large number of instruments. The most important feature of RJIVE is it remains consistent and approximately normal, allowing simple valid inference for treatment effects, even without the presence of a strong and sparse first stage signal. The ability to perform well without requiring a sparse first stage is in contrast to high-dimensional IV estimators that rely on variable selection. The dense signal case, where all instruments potentially contribute to variation in the treatment variable, seems like an important setting in practice. The RJIVE is also conceptually straightforward and computationally simple. We show it performs well relative to other many instrument robust procedures through simulations and that it also seems to perform well in the classic Angrist and Krueger example. The results in this paper suggest that the RJIVE may provide researchers with a useful tool when faced with many instruments.
7. Appendix

7.1. Proofs of Main Theorems. In the following, we provide proofs of Theorem 1-4. The proofs follow closely the arguments of CSHNW but are modified to account for regularization in performing the jackknife. Auxiliary lemmas used in proving these results are collected in Appendix 7.2.

7.1.1. Proof of Theorem 1

Proof. First we note that $S'_n(\tilde{\delta} - \delta_0)/r_n \xrightarrow{p} 0$ implies $\tilde{\delta} \xrightarrow{p} \delta_0$. This is because

$$\|S'_n(\tilde{\delta} - \delta_0)/\sqrt{r_n}\| > \sqrt{\lambda_{\min}(S_nS_n')\|\tilde{\delta} - \delta_0\|} > \sqrt{\lambda_{\min}(\tilde{S}_n\tilde{S}_n')\|\tilde{\delta} - \delta_0\|}.$$ 

Therefore, it suffices to prove the statement $S'_n(\tilde{\delta} - \delta_0)/\sqrt{r_n} \xrightarrow{p} 0$. The strategy is to show this conditional on $\mathcal{Z}$, and then apply dominated convergence.

Observe that, conditional on $\mathcal{Z}$, $\lambda_{\min}(S_n^{-1}H\tilde{S}_n^{-1'}) = \lambda_{\min}(\sum_{i=1}^n v_i\tilde{v}_i'/n + o_P(1))$ by Lemma 6. Then $\lambda_{\min}(S_n^{-1}H\tilde{S}_n^{-1'}) \geq \lambda_{\min}(\sum_{i=1}^n v_i\tilde{v}_i'/n) + o_P(1) \geq C + o_P(1)$ where the last inequality follows from Assumption 4 and holds a.s. Therefore, $(S_n^{-1}H\tilde{S}_n^{-1'})^{-1} = O_P(1)$.

Second, observe that conditional on $\mathcal{Z}$, $S_n^{-1}\sum_{i\neq j} X_i P_{ij}^\Lambda \xi_j / \sqrt{r_n} = O_P(1 + \sqrt{K/r_n})/\sqrt{r_n} = o_P(1)$ follows from Lemma 5 provided that $\sqrt{K}/r_n \to 0$.

Putting these together shows that conditional on $\mathcal{Z}$,

$$r_n^{-1/2}S'_n(\tilde{\delta} - \delta_0) = (S_n^{-1}H\tilde{S}_n^{-1'})^{-1}S_n^{-1}\sum_{i\neq j} X_i P_{ij}^\Lambda \xi_j / \sqrt{r_n} = O_P(1) o_P(1) \xrightarrow{p} 0.$$ 

To this point, every statement was conditional on $\mathcal{Z}$. The unconditional statement follows by dominated convergence. Let $R_n = r_n^{-1/2}S'_n(\tilde{\delta} - \delta_0)$. Then the above argument shows that for any constant $v > 0$, a.s., $\mathbb{P}(\|R_n\| \geq v|\mathcal{Z}) \to 0$. Then by dominated convergence, $\mathbb{P}(\|R_n\| \geq v) = E[\mathbb{P}(\|R_n\| \geq v|\mathcal{Z})] \to 0$. Since $v$ was arbitrary, it follows that $R_n \xrightarrow{p} 0$ proving the theorem.

\[\square\]

7.1.2. Proof of Theorem 2

Proof. Let $Y_n = S_n^{-1}\sum_{i\neq j} X_i P_{ij}^\Lambda \xi_j$ and notice that it can be decomposed as

$$Y_n = \sum_i (\overline{v}_i - P_{ii}^\Lambda v_i)\xi_i / \sqrt{n} + S_n^{-1}\sum_{i\neq j} U_i P_{ij}^\Lambda \xi_j.$$ 

Let $\Gamma_n = \text{var}(Y_n|\mathcal{Z})$ so that

$$\Gamma_n = \sum_{i=1}^n (\overline{v}_i - P_{ii}^\Lambda v_i)(\overline{v}_i - P_{ii}^\Lambda v_i)' E[\xi_i^2|\mathcal{Z}]/n$$ 

———
\[ + S_n^{-1} \sum_{i \neq j} (P_{ij}^2) (E[U_i U_j^t | Z] E[\xi_i^2 | Z] + E[U_i \xi_i | Z] E[U_j \xi_j^2 | Z]) S_n^{-1}. \]

The main strategy is to prove a central limit theorem involving \( Y_n \) and \( \Gamma_n \). The tool that gives us the central limit result is Lemma 2. Therefore, we begin the proof by verifying the assumptions of Lemma 2. We start by showing that \( \Gamma_n \) is nondegenerate and bounded.

Since \( P_{ii}^\Lambda < C \) a.s.n., \( E[\xi_i^2 | Z] = (1 - P_{ii}^\Lambda)^{-2} E[\xi_i^2 | Z] \geq C \) a.s.n. Then in the positive definite sense

\[ \Gamma_n \geq \sum_{i=1}^n (\bar{v}_i - P_{ii}^\Lambda v_i)(\bar{v}_i - P_{ii}^\Lambda v_i)^t E[\xi_i^2 | Z]/n \geq C \sum_{i=1}^n (\bar{v}_i - P_{ii}^\Lambda v_i)(\bar{v}_i - P_{ii}^\Lambda v_i)^t/n \]

Now, let \( \omega \) be a \( G \times 1 \) vector with norm \( \|\omega\| = 1 \). Then note that by the Cauchy-Schwartz Inequality and \( \lambda_{\min}(\sum_i v_i \bar{v}_i^t/n) > C > 0 \) from Assumption 4,

\[ 0 < C < \omega^t \sum_{i=1}^n v_i \bar{v}_i^t \omega/n = \sum_{i=1}^n \omega^t v_i (1 - P_{ii}^\Lambda)^{-1} (\bar{v}_i - P_{ii}^\Lambda v_i)^t \omega/n \]

\[ \leq \sqrt{\sum_{i=1}^n \omega^t (\bar{v}_i - P_{ii}^\Lambda v_i)(\bar{v}_i - P_{ii}^\Lambda v_i)^t \omega/n} \sqrt{\sum_{i=1}^n \omega^t (1 - P_{ii}^\Lambda)^{-2} v_i \bar{v}_i^t \omega/n}. \]

Therefore

\[ \sqrt{\sum_{i=1}^n \omega^t (\bar{v}_i - P_{ii}^\Lambda v_i)(\bar{v}_i - P_{ii}^\Lambda v_i)^t \omega/n} \geq C \left( \sqrt{\sum_{i=1}^n \omega^t (1 - P_{ii}^\Lambda)^{-2} v_i \bar{v}_i^t \omega/n} \right)^{-1}. \]

By \( P_{ii}^\Lambda \leq C < 1 \), it follows that \( \sum_{i=1}^n (1 - P_{ii}^\Lambda)^{-2} v_i \bar{v}_i^t/n \leq \sum_{i=1}^n C v_i \bar{v}_i^t/n \) in the positive definite sense. This fact and \( \|\sum_{i=1}^n v_i \bar{v}_i^t/n\| \leq C \) from Assumption 2 give that

\[ \left( \sqrt{\sum_{i=1}^n \omega^t (1 - P_{ii}^\Lambda)^{-2} v_i \bar{v}_i^t \omega/n} \right)^{-1} \geq C. \]

Therefore, \( \sqrt{\sum_{i=1}^n \omega^t (\bar{v}_i - P_{ii}^\Lambda v_i)(\bar{v}_i - P_{ii}^\Lambda v_i)^t \omega/n} \geq C > 0 \) which in turn implies that \( \lambda_{\min}(\Gamma_n) \geq C > 0 \) a.s.n. This regularity in \( \Gamma_n \) will justify using Lemma 2.

Note additionally that \( \|\Gamma_n\| \leq C \) a.s.n. because \( \sum_{i \neq j} P_{ij}^\Lambda/K \leq 1 \), and \( \|\sum_{i=1}^n v_i \bar{v}_i^t/n\| \leq C \) and \( E[\xi_i^2 | Z] < C \). Therefore, the eigenvalues of \( \Gamma_n^{-1} \) are bounded away from zero a.s.n.

In anticipation of using the Cramer-Wold device, let \( \alpha \) be a nonzero \( G \times 1 \) vector.

Let \( W_n = (\bar{v}_i - P_{ii}^\Lambda v_i)\xi_i/\sqrt{n} \). Let \( c_{1n} = \Gamma_n^{-1/2} \alpha \), and let \( c_{2n} = \sqrt{K} S_n^{-1} \Gamma_n^{-1/2} \alpha \). Next, we show that all the conditions of Lemma 2 are satisfied. Condition (i) is satisfied by Assumption
1. Condition (ii) is satisfied since $D_{1,n} \preceq \Gamma_n$. Condition (iii) is satisfied by Assumption 3. Condition (iv) is satisfied by

$$\sum_{i=1}^{n} E[||W_{i,n}||^4 | Z] = \frac{1}{n^2} \sum_{i=1}^{n} E[||(\bar{\nu}_i - P_{ii}^A v_i)\xi_i||^4 | Z]$$

$$\leq \frac{1}{n^2} \sum_{i=1}^{n} E[||(\bar{\nu}_i - P_{ii}^A v_i)||^4 | Z] \cdot C$$

$$\leq \frac{1}{n^2} \sum_{i=1}^{n} E[2^4 ||\bar{\nu}_i||^4 + 2^4 ||P_{ii}^A v_i||^4 | Z] \cdot C$$

$$\leq \frac{1}{n^2} C \sum_{i=1}^{n} E[||\bar{\nu}_i||^4 | Z] + \frac{1}{n^2} C \sum_{i=1}^{n} E[||v_i||^4 | Z].$$

By Assumption 5, both terms above are vanishing as $n \to \infty$. Finally, condition (v) of Lemma 2 is satisfied by Assumption 1.

Note that $c_{1n} = \Gamma_n^{-1/2} \alpha$ and $c_{2n} = (\sqrt{K/r_n})\sqrt{r_n}S_n^{-1} \Gamma_n^{-1/2}$ satisfy $||c_{1n}|| \leq C$ and $||c_{2n}|| \leq C$ a.s. because of the boundedness of $\sqrt{K/r_n}$, $\sqrt{r_n}S_n^{-1}$, and $\Gamma_n^{-1}$. Also, $\Xi_n$ in Lemma 2 is given by

$$\Xi_n = c'_{1n} D_n c_{1n} + c'_{2n} \tilde{\Sigma}_n c_{2n} = \text{var}(\alpha' \Gamma_n^{-1/2} Y_n | Z) = \alpha' \alpha.$$ 

An application of lemma 2 yields that

$$(\alpha' \alpha)^{-1/2} \alpha' \Gamma_n^{-1/2} Y_n = \Xi_n^{-1/2} \left( \sum_{i=1}^{n} c'_{1n} W_{in} + c'_{2n} \sum_{i \neq j} U_{ij} P_{ij}^A \xi_j / \sqrt{K} \right) := Y_n \overset{d}{\rightarrow} N(0, 1) \text{ a.s.}$$

Therefore, $\alpha' \Gamma_n^{-1/2} Y_n \overset{d}{\rightarrow} N(0, \alpha' \alpha)$ a.s., so by the Cramer-Wold device, $\Gamma_n^{-1/2} Y_n \overset{d}{\rightarrow} N(0, I_G)$ a.s.

Now, recall $V_n$ is defined by $V_n = H_n^{-1} \Gamma_n H_n^{-1}$ for $H_n = \sum_{i=1}^{n} v_i \bar{v}_i^t / n$. Let $Q_n = V_n^{-1/2} H_n \Gamma_n^{1/2}$. $Q_n$ is an orthogonal matrix since $Q_n Q_n' = V_n^{-1/2} H_n \Gamma_n^{1/2} \Gamma_n^{-1/2} H_n V_n^{-1/2}' = V_n^{-1/2} V_n V_n^{-1/2}' = I_n$.

In addition, $Q_n$ depends only on $Z$.

Therefore,

$$V_n^{-1/2} (S_n^{-1} \bar{H} S_n^{-1}')^{-1} \Gamma_n^{-1/2} = V_n^{-1/2} (H_n + o_P(1)) \Gamma_n^{1/2} = Q_n + o_P(1).$$
Note that because $\Gamma_n^{-1/2} Y_n \overset{d}{\to} N(0, I_G)$ a.s., and $Q_n$ is only a function of $Z$, we have that $Q_n \Gamma_n^{-1/2} Y_n \overset{d}{\to} N(0, I_G)$. Then by the Slutsky Lemma and $\tilde{\delta} = \delta_0 + \tilde{H}^{-1} \sum_{i \neq j} X_i P_{ij}^\Lambda \xi_j$, we have

\[
V_n^{-1/2} S_k(\tilde{\delta} - \delta_0) = V_n^{-1/2} (S_n^{-1} \tilde{H}^{-1} S_n^{-1})^{-1} \sum_{i \neq j} X_i P_{ij}^\Lambda \xi_j \quad = V_n^{-1/2} (S_n^{-1} \tilde{H}^{-1} S_n^{-1})^{-1} (Y_n + o_P(1)) \quad = (Q_n + o_P(1))(\Gamma_n^{-1/2} Y_n + o_P(1)) \quad = Q_n \Gamma_n^{-1/2} Y_n + o_P(1) \overset{d}{\to} N(0, I_G)
\]

\[\square\]

7.1.3. Proof of Theorem 3. The proof is similar to the proof of Theorem 2. We redefine the sequence $Y_n$ and again obtain a central limit result under the theorem’s hypotheses.

Proof. Because $r_n/K \to 0$, we have that $\sqrt{r_n/K} \sum_i (\bar{Y}_i - P_{ii}^\Lambda v_i) \xi_i / \sqrt{n} \overset{P}{\to} 0$. Therefore, that term is negligible in the expansion

\[
\sqrt{r_n/K} S_n^{-1} \sum_{i \neq j} X_i P_{ij}^\Lambda \xi_j = \sqrt{r_n/K} \sum_i (\bar{Y}_i - P_{ii}^\Lambda v_i) \xi_i / \sqrt{n} + \sqrt{r_n/K} S_n^{-1} \sum_{i \neq j} U_i P_{ij}^\Lambda \xi_j.
\]

Thus, we consider only the second term on the right hand side and redefine $Y_n := \sqrt{r_n/S_n^{-1}} \sum_{i \neq j} U_i P_{ij}^\Lambda \xi_j / \sqrt{K}$

for this proof. Let $\Gamma_n$ be the conditional variance,

\[
\Gamma_n = var(Y_n|Z) = r_n S_n^{-1} \sum_{i \neq j} (P_{ij}^\Lambda)^2 (E[U_i U'_j|Z]E[\xi_j^2|Z] + E[U_i \xi_i|Z]E[U'_j \xi_j|Z]) S_n^{-1}/K.
\]

As before, $\|\Gamma_n\| \leq C$ a.s. Let $\bar{T}_n$ be any sequence of bounded matrices with $\lambda_{\min}(\bar{T}_n \Gamma_n \bar{T}_n') \geq C > 0$ a.s. Let $Y_n^L = (\bar{T}_n \Gamma_n \bar{T}_n')^{-1/2} \bar{T}_n Y_n$. We apply lemma 2 in a similar fashion as for proving Theorem 2. Let $\alpha$ be a nonzero vector. Consider $W_{in} = 0$, $C_{1n} = 0$, $C_{2n} = \alpha'(\bar{T}_n \Gamma_n \bar{T}_n')^{-1/2} \bar{T}_n \sqrt{\Gamma_n} S_n^{-1}$. Then $var(c_{2n} \sum_{i \neq j} U_i P_{ij}^\Lambda \xi_j / \sqrt{K}|Z) = \alpha'\alpha > 0$ and Lemma 2 implies that $\alpha' Y_n^L \overset{d}{\to} N(0, \alpha' \alpha)$ a.s. Therefore, $Y_n^L \overset{d}{\to} N(0, I_t)$.

Next, for $L_n$ given in the hypothesis of the theorem, let $\bar{T}_n = L_n H_n^{-1}$. This way, $L_n V_n' L_n' = \bar{T}_n \Gamma_n \bar{T}_n'$. Applying Lemma 6 gives $(S_n^{-1} \tilde{H} S_n^{-1})^{-1} = H_n^{-1} + o_P(1)$, from which it follows that

\[
(\bar{T}_n \Gamma_n \bar{T}_n')^{-1/2} L_n (S_n^{-1} \tilde{H} S_n^{-1})^{-1} = (\bar{T}_n \Gamma_n \bar{T}_n')^{-1/2} L_n (H_n + o_P(1)) = (\bar{T}_n \Gamma_n \bar{T}_n')^{-1/2} \bar{T}_n + o_P(1).
\]

Finally, $\sqrt{r_n/K} S_n^{-1} \sum_{i \neq j} X_i P_{ij}^\Lambda \xi_j = O_P(1)$ by Lemma 5, so

\[
(\bar{T}_n V_n' L_n')^{-1/2} L_n \sqrt{r_n/K} S_n^{-1} (\tilde{\delta} - \delta_0) \quad = (\bar{T}_n \Gamma_n \bar{T}_n')^{-1/2} L_n (\bar{T}_n \Gamma_n \bar{T}_n')^{-1} \sqrt{r_n/K} S_n^{-1} \sum_{i \neq j} X_i P_{ij}^\Lambda \xi_j \quad = (\bar{T}_n \Gamma_n \bar{T}_n')^{-1/2} \bar{T}_n + o_P(1))(Y_n + o_P(1))
\]
\[ Y_n^L + o_P(1) \xrightarrow{d} N(0, I). \]

\[ \square \]

7.1.4. *Proof of Theorem 4*. The following notations will be used in the proof of the theorem. They will also appear in the proofs of Lemmas 7 and 8 below.

**Definition 1.** The following definitions are convenient for Lemmas 7 and 8 as well as for proving Theorem 4:

(i) \( \hat{X}_i = S^{-1}_{n} X_i \),

(ii) \( \hat{\Sigma}_1 = \sum_{i \neq j \neq k} \hat{X}_i \hat{P}_{ik} \hat{P}_{kj} \),

(iii) \( \hat{\Sigma}_1 = \sum_{i \neq j \neq k} \hat{X}_i \hat{P}_{ik} \hat{P}_{kj} \),

(iv) \( \hat{\Sigma}_2 = \sum_{i \neq j} \hat{P}_{ij}^2 \hat{\xi}_i \hat{\xi}_j \hat{\xi}_i \hat{\xi}_j \),

(v) \( \hat{\Sigma}_2 = \sum_{i \neq j} \hat{P}_{ij}^2 (\hat{\xi}_i \hat{\xi}_j + \hat{\xi}_i \hat{\xi}_j \hat{\xi}_i \hat{\xi}_j) \).

**Proof.** We begin by expressing \( \Omega_n + \Psi_n \) (defined in the text in equations (3.8) and (3.9)) in terms of \( \hat{\Sigma}_1 \) and \( \hat{\Sigma}_2 \).

\[
\Omega_n + \Psi_n = \sum_{i} E[\xi_i^2 | \mathcal{Z}] (\bar{v}_i - \hat{P}_{ii} v_i)(\bar{v}_i - \hat{P}_{ii} v_i)' / n \\
+ S_n^{-1} \sum_{i \neq j} \hat{P}_{ij}^2 \left( E[U_i U_i' | \mathcal{Z}] E[\xi_i^2 | \mathcal{Z}] + E[U_i \xi_i \mathcal{Z}] E[U_j \xi_j | \mathcal{Z}] \right) S_n^{-1}' \\
= \sum_{i} E[\xi_i^2 | \mathcal{Z}] (\bar{v}_i - \hat{P}_{ii} v_i)(\bar{v}_i - \hat{P}_{ii} v_i)' / n - \sum_{i \neq j} \hat{P}_{ij}^2 z_i v_i' E[\xi_i^2 | \mathcal{Z}] \\
+ \sum_{i \neq j} \hat{P}_{ij}^2 z_i v_i' E[\xi_i^2 | \mathcal{Z}] \\
+ S_n^{-1} \sum_{i \neq j} \hat{P}_{ij}^2 \left( E[U_i U_i' | \mathcal{Z}] E[\xi_i^2 | \mathcal{Z}] + E[U_i \xi_i | \mathcal{Z}] E[U_j \xi_i | \mathcal{Z}] \right) S_n^{-1}' \\
= \sum_{i} E[\xi_i^2 | \mathcal{Z}] (\bar{v}_i - \hat{P}_{ii} v_i)(\bar{v}_i - \hat{P}_{ii} v_i)' / n \\
- \sum_{i \neq j} \hat{P}_{ij}^2 z_i v_i' E[\xi_i^2 | \mathcal{Z}] + \hat{\Sigma}_2 + o_P(K/r_n) \quad \text{(by Lemma 8)} \\
= \sum_{i} E[\xi_i^2 | \mathcal{Z}](\bar{v}_i v_i' - \hat{P}_{ii} v_i v_i' - \hat{P}_{ii} v_i v_i') \\
+ \hat{P}_{ii}^2 v_i v_i' / n - \sum_{i \neq j} \hat{P}_{ij}^2 z_i v_i' E[\xi_i^2 | \mathcal{Z}] + \hat{\Sigma}_2 + o_P(K/r_n) \]
= \sum_{i \neq j \neq k} v_i P_{ik}^n E[z_i^2 | Z] P_{kj}^n v_j'/n + \hat{\Sigma}_2 + o_P(K/r_n)
= \Sigma_1 + o_P(1) + \hat{\Sigma}_2 + o_P(K/r_n) \quad \text{(by Lemma 8)}
= \hat{\Sigma}_1 + o_P(1) + \hat{\Sigma}_2 + o_P(K/r_n) \quad \text{(by Lemma 7)}.

In the case that \( K/r_n \) is bounded, Lemma 6 implies that

\[ S_n' \hat{V} S_n = (S_n^{-1} \hat{H} S_n^{-1'})^{-1} (\hat{\Sigma}_1 + \hat{\Sigma}_2) (S_n^{-1} \hat{H} S_n^{-1'})^{-1} \]
\[ = (H_n^{-1} + o_P(1)) (\Omega_n + \Psi_n + o_P(1)) (H_n^{-1} + o_P(1)) = V_n + o_P(1) \]
due to \( H_n^{-1} \) and \( \Omega_n + \Psi_n \) being bounded a.s.n.

When \( K/r_n \to \infty \), \( (r_n/K)(\hat{\Sigma}_1 + \hat{\Sigma}_2) = (r_n/K) \Psi_n + (r_n/K) \Omega_n + o_P(1) = (r_n/K) \Psi_n + o_P(1) \). Since \( (r_n/K) \Psi_n \) is bounded a.s.n., we have

\[ S_n' \hat{V} S_n = (S_n^{-1} \hat{H} S_n^{-1'})^{-1} (\hat{\Sigma}_1 + \hat{\Sigma}_2) (S_n^{-1} \hat{H} S_n^{-1'})^{-1} \]
\[ = (H_n^{-1} + o_P(1)) ((r_n/K) \Psi_n + o_P(1)) (H_n^{-1} + o_P(1)) = V_n + o_P(1). \]

\[ \square \]

7.2. Lemmas. In this appendix, we provide several lemmas that are in used in proving Theorems 1-4.

The first lemma bounds deviations of quantities of the form \( \sum_{i \neq j}^n P_{ij}^n W_i Y_j \) from their expectations over generic random variables \( W_i \) and \( Y_i \) conditional on \( P_{ij}^n \) in a way made more precise below.

Lemma 1. Lemma A1 of CSHNW holds with the idempotent matrix \( P \) replaced by \( P^n \). That is, suppose \( P^n \equiv P^n(Z) = Z(Z'Z + N^\Lambda)Z' \). Let \( (W_i, Y_i) \) be generic scalar random variables. If conditional on \( Z \) (defined hereafter by \( Z := (Y, Z, \Lambda) \)), \( (W_i, Y_i) \) are independent a.s., then there is a constant \( C \) such that

\[ \| \sum_{i \neq j}^n P_{ij}^n W_i Y_j - \sum_{i \neq j}^n P_{ij}^n \overline{w}_i \overline{y}_j \|_{L^2, Z}^2 \leq CB_n, \ a.s.n \]

where \( \overline{w}_i = E[W_i | Z], \ \overline{y}_i = E[Y_i | Z], \ B_n = K \sigma_{W_n}^2 \sigma_{Y_n}^2 + \sigma_{Y_n}^2 \overline{w}_n + \overline{w}_n \overline{y}_n + \sigma_{W_n}^2 \overline{y}_n \) and in the definition of \( B_n \), \( \overline{w}_n = E[(W_1, ..., W_n)' | Z], \ \overline{y}_n = E[(Y_1, ..., Y_n)' | Z], \ \sigma_{W_n} = \max_{i \leq n} \text{var}(W_i | Z)^{1/2}, \ \sigma_{Y_n} = \max_{i \leq n} \text{var}(Y_i | Z)^{1/2} \). Finally, the norm in the above bound is defined by \( \| \cdot \|_{L^2, Z}^2 = E[(\cdot)^2 | Z] \).

Proof. As in the text, define the \((n+K) \times K \) augmented data matrix \( Z^{aug} := \left( Z', \Lambda' \right)' \) and the \((n+K) \times (n+K) \) augmented projection matrix \( P^{aug} := Z^{aug}(Z^{aug'}Z^{aug})^{-1}Z^{aug'} \). In addition, define new (degenerate) random variables \( W_{n+1}, ..., W_{n+K} = 0; Y_{n+1}, ..., Y_{n+K} = 0 \). Note that because \( P^n \) is identical to the principal \( n \times n \) submatrix of \( P^{aug} \), the equality of the following
sums hold: \( \sum_{i \neq j}^{n} P_{ij}^{A} W_{i} Y_{j} = \sum_{i \neq j}^{n+K} P_{ij}^{aug} W_{i} Y_{j} \) and \( \sum_{i \neq j}^{n} P_{ij}^{A} \bar{w}_{i} \bar{y}_{j} = E \left[ \sum_{i \neq j}^{n} P_{ij}^{A} W_{i} Y_{j} \mid Z \right] = E \left[ \sum_{i \neq j}^{n+K} P_{ij}^{aug} W_{i} Y_{j} \mid Z \right] = \sum_{i \neq j}^{n+K} P_{ij}^{aug} \bar{w}_{i} \bar{y}_{j} \).

This implies that
\[
\parallel \sum_{i \neq j}^{n} P_{ij}^{A} W_{i} Y_{j} - \sum_{i \neq j}^{n+K} P_{ij}^{aug} W_{i} Y_{j} \parallel_{L_{2},Z}^{2} = \parallel \sum_{i \neq j}^{n} P_{ij}^{aug} W_{i} Y_{j} - \sum_{i \neq j}^{n+K} P_{ij}^{aug} \bar{w}_{i} \bar{y}_{j} \parallel_{L_{2},Z}^{2} \leq CB_{n+K} = CB_{n}
\]

The inequality in the previous display holds by Lemma A1 of CHSNW since \( P^{aug} \) is symmetric and idempotent. \( CB_{n} = CB_{n+K} \) holds since \( W_{n+1}, \ldots, W_{n+K} \) and \( Y_{n+1}, \ldots, Y_{n+K} \) are degenerate and therefore \( \bar{\sigma}_{W_{n}}^{2} = \bar{\sigma}_{W_{n+K}}^{2}, \bar{\sigma}_{Y_{n}}^{2} = \bar{\sigma}_{Y_{n+K}}^{2}, \bar{y}_{n}^{T} \bar{y}_{n} = \bar{y}_{n+K}^{T} \bar{y}_{n+K}, \bar{w}_{n}^{T} \bar{w}_{n} = \bar{w}_{n+K}^{T} \bar{w}_{n+K} \) and \( \text{rank}(P^{A}) = \text{rank}(P^{aug}) = K \).

The second lemma is a central limit result which is useful for proving Theorem 2 and Theorem 3. As in Lemma 1, \( W \) denotes a generic random vector.

**Lemma 2.** Lemma A2 of CHSNW holds with \( P^{A} \) replacing \( P \). That is, suppose that the following hold conditional on \( Z \):

(i) \( P^{A} = P^{A}(Z) = Z(Z^{'})Z + N^{A})^{-1}Z' \);

(ii) \( (W_{1}, U_{1}, \xi_{1}), \ldots, (W_{nn}, U_{n}, \xi_{n}) \) are independent, and \( D_{1,n} := \sum_{i=1}^{n} E[W_{in}W_{in}^{T} \mid Z] \) satisfies \( \|D_{1,n}\| \leq C \) a.s.n;

(iii) \( E[W_{in} \mid Z] = 0, E[U_{i} \mid Z] = 0, E[\xi_{i} \mid Z] = 0, \) and there is a constant \( C \) such that \( E[\|U_{i}\|^{4} \mid Z] \leq C \) and \( E[\|\xi_{i}\|^{4} \mid Z] \leq C \);

(iv) \( \sum_{i=1}^{n} E[\|W_{in}\|^{4} \mid Z] \xrightarrow{a.s.} 0; \) and

(v) \( K \to \infty \) as \( n \to \infty \).

Then for
\[
D_{2,n} := \sum_{i \neq j}^{n} \left( P_{ij}^{A} \right)^{2} \left( E[U_{i}U_{i}^{T} \mid Z]E[\xi_{j}^{2} \mid Z] + E[U_{i}\xi_{i} \mid Z]E[\xi_{j}\xi_{j} \mid Z] \right)/K
\]

and any sequences \( c_{1,n} \) and \( c_{2,n} \) depending on \( Z \) of conformable vectors with \( \|c_{1,n}\| \leq C, \|c_{2,n}\| \leq C, \) and \( \Xi_{n} = c_{1,n}^{T} D_{1,n} c_{1,n} + c_{2,n}^{T} D_{2,n} c_{2,n} > 1/C \) a.s.n. it follows that
\[
\bar{Y}_{n} := \Xi_{n}^{-1/2} \left( \sum_{i=1}^{n} W_{in} + c_{1,n}^{T} U_{i} P_{ij}^{A} \xi_{j} / \sqrt{K} \right) \xrightarrow{d} N(0,1), \text{ a.s.}
\]

**Proof.** In order to prove the lemma, we would like to apply Lemma A2 of CHSNW using the same augmentation argument that was used to prove Lemma 1. However, the augmentation cannot be applied immediately because the augmented projection matrix defined previously,
$P_{\text{aug}}$ need not satisfy $P_{\text{aug}}^2 \leq C < 1$ which is a hypothesis of Lemma A2 in CSHNW. Here we note that the conditions in Lemma A2 of CSHNW read identically to the conditions in our Lemma 2 with the exception of condition (i). Instead, theirs reads: “(i) $P = P(Z)$ is a symmetric, idempotent matrix with $\text{rank}(P) = K$ and $P_{ii} \leq C < 1.$” We begin by showing that their condition (i) can be weakened so that the result continues to hold for general sequences of projection matrices $P$ of rank $K$ that do not satisfy $P_{ii} \leq C < 1.$ Once this is accomplished, the augmentation argument will be valid.

Suppose that $(W_{1n}, U_1, \xi_1), \ldots, (W_{nn}, U_n, \xi_n)$ satisfy conditions (ii) - (v) of Lemma A2 in CSHNW and that the sequences of matrices $P = P_n$ are projection matrices of rank $K$ but don’t necessarily satisfy $P_{ii} \leq C < 1.$ In addition, suppose the vectors $c_{1n}$ and $c_{2n}$ satisfy the hypotheses of the lemma: $\|c_{1n}\| \leq C, \|c_{2n}\| \leq C,$ and $\Xi_n := c'_{1n} D_{1,n} c_{1,n} + c'_{2n} D_{2,n} c_{2,n} > 1/C,$ for $D_{1,n}$ and $D_{2,n}$ defined in the statement of the lemma.

We proceed by defining new sequences which are shown to converge in distribution appropriately. The new sequences will then be related to the sequence of interest, $\tilde{Y}_n.$ This will imply that $\tilde{Y}_n$ converges appropriately. The new sequences are denoted by overhead hats and given by

$$(\hat{W}_{2n}, \hat{U}_i, \hat{\xi}_i) := \left\{ \begin{array}{ll} (W_{in}, U_i, \xi_i) & \text{if } i \leq n \\ (0, 0, 0) & \text{otherwise} \end{array} \right.$$ 

Then define new $2n \times 2n$ matrices $\hat{P}_{2n} := \left( \begin{array}{cc} \frac{1}{2} P_n & \frac{1}{2} P_n \\ \frac{1}{2} P_n & \frac{1}{2} P_n \end{array} \right)$ where $P_n$ is the projection matrix defined in the previous paragraph. The diagonal elements of the newly defined matrices satisfy $|\hat{P}_{2n}|_{ii} \leq \frac{1}{2}$ since $|P_n|_{ii} \leq 1.$ Note also that $\hat{P}_{2n}$ are symmetric and idempotent and have rank $K = K_n.$ Define $\hat{K}_{2n} := \text{rank}(\hat{P}_{2n}).$

Finally, let

$$\hat{c}_{1,2n} := (c'_{1n} 0_{n \times 1})', \quad \hat{c}_{2,2n} := 2(c'_{2n} 0_{n \times 1})',$$

For

$$\hat{D}_{2,2n} := \sum_{i \neq j}^{2n} (\hat{P}_{2n})_{ij}^2 \left( E[\hat{U}_i \hat{U}_i']Z E[\hat{\xi}_j^2 | Z] + E[\hat{U}_i \hat{\xi}_i | Z] E[\hat{\xi}_j \hat{U}_j' | Z] \right) / \hat{K}_{2n},$$

the equality $\hat{D}_{2,2n} = \frac{1}{4} D_{2,n}$ holds. In addition, define $\hat{D}_{1,2n} := \sum_{i=1}^{2n} E[\hat{W}_{in} \hat{W}_{in}']$ and note that this definition implies $\hat{D}_{1,2n} = D_{1,n}.$ These equalities, together with the definition $\hat{\Xi}_{2n} := \hat{c}'_{1,2n} \hat{D}_{2n} \hat{c}_{1,2n} + \hat{c}'_{2,2n} \hat{\Sigma}_{\hat{\Xi}} \hat{c}_{2,2n},$ imply that $\hat{\Xi}_{2n} = \Xi_n.$ Therefore, $\hat{\Xi}_{2n} \geq 1/C$ since $\Xi_n \geq 1/C.$ Then Lemma A2 of CSHNW can be applied to $\hat{Y}_{2n}$ (if desired, a similar construction can be done that achieves $\hat{Y}_{2n+1} = \hat{Y}_n$):

$$\hat{Y}_{2n} := \hat{\Xi}_{2n}^{-1/2} \left( \hat{c}'_{1,2n} \sum_{i=1}^{2n} \hat{W}_{i2n} + \hat{c}'_{2,2n} \sum_{i \neq j}^{2n} U_i [\hat{P}_{2n}]_{ij} \hat{\xi}_j / \sqrt{\hat{K}_{2n}} \right) \overset{d}{\to} N(0, 1), \text{ a.s.}$$
To relate $\hat{Y}_{2n}$ back to the original sequence $\hat{Y}_n$, note that $c_{1,2n}^2 \sum_{i=1}^{2n} \hat{W}_i = c_{1,n} \sum_{i=1}^{n} W_{in}$ and that $c_{2,2n}^2 \sum_{i\neq j}^{2n} \hat{U}_i \hat{P}_i j \hat{\xi}_j / \sqrt{\hat{K}_{2n}} = 2c_{2,n}^2 \sum_{i\neq j}^{n} U_i |P_i j| \xi_j / \sqrt{K} = c_{2,n}^2 \sum_{i\neq j}^{n} U_i |P_n j| \xi_j / \sqrt{K}$. Therefore, $\hat{Y}_{2n} = Y_n$. Then by the convergence of $\hat{Y}_{2n}$, it follows that

$$\hat{Y}_n \xrightarrow{d} N(0, 1) \text{ a.s.}$$

This shows that Lemma A2 of CSHNW still holds without requiring $P_{in} \leq C < 1$ provided $P$ are projection matrices. Therefore, the same augmentation argument as was given for the proof of Lemma 1 can now be used to show Lemma 2.

Lemmas 3 and 4 bound quantities to their expectations in a similar spirit as Lemma 1. They are useful for proving Lemmas 7 and 8.

**Lemma 3.** Lemma A3 of CSHNW holds with $P^A$ replacing $P$. That is, if conditional on $Z$, $(W_i, Y_i;i = 1, ..., n)$ are independent scalars, then there is $C > 0$ such that almost surely,

$$\|\sum_{i \neq j} P^A_{ij} W_i Y_j - E[\sum_{i \neq j} P^A_{ij} W_i Y_j]\|^2_{L^2,Z} \leq CB'_n$$

where $B'_n := K \left( \hat{\sigma}^2_W \hat{\sigma}^2_Y + \hat{\sigma}^2_W \bar{\rho}^2_Y + \bar{\rho}^2_W \hat{\sigma}^2_Y \right)$, $\hat{\sigma}^2_W$ and $\hat{\sigma}^2_Y$ use the same notation as Lemma 1 and $\bar{\rho}^2_Y := \max_{i = 1, ..., n} E[W_i | Z]$, $\bar{\rho}^2_W := \max_{i = 1, ..., n} E[Y_i | Z]$.

**Proof.** The same augmentation argument as used for Lemma 1 holds. □

**Lemma 4.** (Modified from CSHNW for RJVIE) Suppose there is a constant $C > 0$ such that, conditional on $Z$, the generic random variables $(W_1, Y_1, \eta_1), ..., (W_n, Y_n, \eta_n)$ are independent with $E[W_i | Z] = a_i / \sqrt{n}$, $E[Y_i | Z] = b_i / \sqrt{n}$, with $|a_i| < C$, $|b_i| < C$, $E[\eta_i^2 | Z] < C$, $\text{var}(W_i | Z) < C / r_n$, $\text{var}(Y_i | Z) < C / r_n$, and $\max_{i = 1, ..., n} |P^A W_i| \leq C / \sqrt{n}$ where $W = (W_1, ..., W_n)'$, $|P^A W_i|$ denotes the $i$th component of $P^A W$, and $r_n$ is a sequence such that $r_n \to \infty$. Then

$$A_n := E \left[ \sum_{i \neq j \neq k} W_i P^A_{ik} \eta_k P^A_{kj} Y_j | Z \right] = O_P(1),$$

$$\sum_{i \neq j \neq k} W_i P^A_{ik} \eta_k P^A_{kj} Y_j - A_n \xrightarrow{P} 0$$

**Proof.** As was the case in the proof of Lemma 2, we cannot directly apply the augmentation argument. The general augmentation idea will still work, but will require a slight modification. Let $W_{n+1}, ..., W_{n+K} = Y_{n+1}, ..., Y_{n+K} = \eta_{n+1}, ..., \eta_{n+K} = 0$. Define $Z^{\text{aug}}$ and $P^{\text{aug}}$ as above. The reason that Lemma A4 as stated in CSHNW does not immediately apply is that we do not assume (nor does it make sense for the augmented variables) that there is $\pi_n$ such that
max_{n+1 \leq i \leq n+K} |a_i - Z_{aug} P_{aug}^T \pi_n| \xrightarrow{a.s.} 0. Instead, we use the condition max_{i=1,...,n} |[P^T W]_i| \leq C/\sqrt{n}. This is the only alteration needed. Let

\[ A_n^{aug} = E \left[ \sum_{i \neq j \neq k}^{n+K} W_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j | Z \right] \]

and note that \( A_n = A_n^{aug} \) because of the definitions of \( W_i, Y_i, \eta_i \) for \( i > n \).

Following closely the notation given in CSHNW, let

\[ \tilde{\psi}_1 = \sum_{i \neq j \neq k}^{n+K} \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} \tilde{y}_j, \quad \tilde{\psi}_2 = \sum_{i \neq j \neq k}^{n+K} \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} \tilde{y}_j \]

\[ \tilde{\psi}_3 = \sum_{i \neq j \neq k}^{n+K} \tilde{W}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} \tilde{y}_j, \quad \tilde{\psi}_4 = \sum_{i \neq j \neq k}^{n+K} \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} \tilde{y}_j \]

\[ \tilde{\psi}_5 = \sum_{i \neq j \neq k}^{n+K} \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} \tilde{y}_j, \quad \tilde{\psi}_6 = \sum_{i \neq j \neq k}^{n+K} \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} \tilde{y}_j \]

\[ \tilde{\psi}_7 = \sum_{i \neq j \neq k}^{n+K} \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} \tilde{y}_j \]

where conditional means are denoted \( \eta_i = E[\eta_i | Z] \), \( W_i = E[W_i | Z] \), and \( y_i = E[Y_i | Z] \) and deviation from means are denoted \( \tilde{\eta}_i = \eta_i - \eta_i \), \( \tilde{W}_i = W_i - W_i \) and \( \tilde{Y}_i = Y_i - y_i \).

Then, as noted before, \( A_n = A_n^{aug} \), and algebraic manipulation gives

\[ A_n = A_n^{aug} = n+K \sum_{i \neq j \neq k}^{n+K} W_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j - \sum_{r=1}^{7} \tilde{\psi}_r. \]

This can be seen by noting that

\[ W_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j = \tilde{W}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j + \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j \]

\[ = \tilde{W}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j + \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j \]

\[ = \tilde{W}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j + \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j \]

\[ + \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j + \tilde{w}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j \]

\[ \sum_{i \neq j \neq k}^{n+K} W_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j = \tilde{W}_i P_{ik}^{aug} \eta_k P_{kj}^{aug} Y_j + \sum_{r=1}^{7} \tilde{\psi}_r \]

\[ = A_n^{aug} + \sum_{r=1}^{7} \tilde{\psi}_r. \]

The proof Lemma 4 is then completed after showing that \( A_n^{aug} \rightarrow P(1) \) and that \( \tilde{\psi}_r \rightarrow 0 \) for \( r = 1, ..., 7 \). A careful verification of the argument in CSHNW reveals that the arguments
showing that \( \hat{\psi}_r \xrightarrow{p} 0 \) for \( r \in \{1, 2, 3, 4, 5, 7\} \) and that \( A_n = O_P(1) \) remain valid in our setting. Therefore, all that is left is showing that \( \hat{\psi}_0 \xrightarrow{p} 0 \). First observe that \( E[\hat{\psi}_0 | Z] = 0 \). Therefore, we show that \( E[\hat{\psi}_0^2 | Z] \rightarrow 0 \) and so by Markov inequality, \( \hat{\psi}_0 \xrightarrow{p} 0 \).

As before, let
\[
\tilde{\sigma}_W^2 = \max_{i \leq n} \tilde{w}_n^2, \quad \tilde{\mu}_Y^2 = \max_{i \leq n} \tilde{y}_i^2, \quad \tilde{\rho} = \max_{i \leq n} \tilde{\eta}_i^2;
\]
\[
\sigma_W^2 = \max_{i \leq n} \text{var}(W_i | Z), \quad \sigma_Y^2 = \max_{i \leq n} \text{var}(Y_i | Z), \quad \sigma_\eta^2 = \max_{i \leq n} \text{var}(\eta_i | Z)
\]

Note that \( \sigma_W \leq C/n, \sigma_Y \leq C/n, \sigma_\eta \leq C, \) and \( \sigma_W^2 \leq C/r_n, \sigma_Y^2 \leq C/r_n, \sigma_\eta^2 \leq C \). Also, let
\[
\tilde{w}_i = \sum_{j=1}^{n+K} P_{i,j} \tilde{w}_j \quad \text{and} \quad \tilde{y}_i = \sum_{j=1}^{n+K} P_{i,j} \tilde{y}_j.
\]

Then for \( i \neq k \),
\[
\sum_{i \neq k} \sum_{j \neq \{i,k\}} \tilde{w}_i P_{i,k} \tilde{w}_k P_{k,j} \tilde{y}_j = \sum_{i=1}^{n+K} \left( \tilde{w}_i P_{i,k} \tilde{y}_i - \tilde{w}_i P_{i,k} \tilde{y}_k \right) + \tilde{w}_k P_{k,k} \tilde{y}_k + 2 \tilde{w}_k P_{k,k} \tilde{y}_k \tilde{y}_k
\]
\[
= \tilde{w}_i \tilde{y}_k - \sum_{i=1}^{n+K} \tilde{w}_i P_{i,k} \tilde{y}_k + \tilde{w}_k P_{k,k} \tilde{y}_k + 2 \tilde{w}_k P_{k,k} \tilde{y}_k \tilde{y}_k
\]

Viewing the above expression as a sum of five terms, we use the the fact that \( (A_1 + \ldots + A_5)^2 \leq 5(A_1^2 + \ldots + A_5^2) \) for any numbers \( A_1, \ldots, A_5 \), the following sequence of inequalities hold:
\[
E[\hat{\psi}_0^2 | Z] = \sum_{k=1}^{n+K} E[\tilde{\eta}_k^2 | Z] = \sum_{k=1}^{n+K} \left( \sum_{i \neq k} \sum_{j \neq \{i,k\}} \tilde{w}_i P_{i,k} \tilde{w}_k P_{k,j} \tilde{y}_j \right)^2
\]
\[
\leq 5 \sum_{k=1}^{n+K} E[\tilde{\eta}_k^2 | Z] \left( \tilde{w}_k^2 \tilde{y}_k^2 + \sum_{i,j} \left( P_{i,j}^2 \right)^2 \tilde{w}_i \tilde{y}_i \tilde{y}_j \right) + \tilde{w}_k^2 (P_{k,k}^2) \tilde{y}_k^2 + \tilde{w}_k^2 (P_{k,k}^2) \tilde{y}_k^2 \tilde{y}_k + \tilde{w}_k^2 (P_{k,k}^2) \tilde{y}_k^2 \tilde{y}_k
\]

Next we continue to simplify:
\[
\leq 5 \tilde{M}_n^2 \left( \sum_{k=1}^{n} \tilde{w}_k^2 \tilde{y}_k^2 + \sum_{i,j,k} \left( P_{i,j,k}^2 \right)^2 \tilde{w}_i \tilde{y}_i \tilde{y}_j \right) + \tilde{w}_k^2 (P_{k,k}^2) \tilde{y}_k^2 + \tilde{w}_k^2 (P_{k,k}^2) \tilde{y}_k^2 \tilde{y}_k + \tilde{w}_k^2 (P_{k,k}^2) \tilde{y}_k^2 \tilde{y}_k
\]
\[
\leq 5 \tilde{M}_n^2 \left( \sum_{k=1}^{n} \tilde{w}_k^2 \tilde{y}_k^2 + \sum_{i,j,k} \left( P_{i,j,k}^2 \right)^2 \tilde{w}_i \tilde{y}_i \tilde{y}_j \right) \leq C \sum_{k=1}^{n} \tilde{w}_k^2 \tilde{y}_k^2 + C n^2 \leq C \sum_{k=1}^{n} \tilde{w}_k^2 \tilde{y}_k^2 + o(1)
\]
\[
\leq (\max_{i \leq n} |\tilde{w}_i|)^2 \sum_{k=1}^{n} \tilde{y}_k^2 = o(1) \sum_{k=1}^{n} \tilde{y}_k^2 \rightarrow 0.
\]
This completes the proof of the Lemma 4.

\[ \square \]

Lemmas 5 and 6 are used directly in the proof of Theorem 1 to describe the convergence of the component terms $\tilde{H}^{-1}$ and $\sum_{i \neq j} X_i P_{ij}^{\Lambda} \xi_j$ found in the estimator $\tilde{\delta}$. They rely on the result in Lemma 1.

**Lemma 5.** If Assumptions 1-3 are satisfied then

(i) $S_n^{-1} \tilde{H} S_n^{-1} = \sum_{i \neq j} v_i P_{ij}^{\Lambda} (1 - P_{jj}^{\Lambda})^{-1} v_j / n + O_P(1)$.

(ii) $S_n^{-1} \sum_{i \neq j} X_i P_{ij}^{\Lambda} (1 - P_{jj}^{\Lambda})^{-1} \epsilon_j = O_P(1 + \sqrt{K/r_n})$.

**Proof.** The proof is similar to the proof of Lemma A5 in Chao et. al. with our Lemma 1 replacing their Lemma A1. It is included for convenience. The strategy will be to apply Lemma 1 repeatedly to different components of the quantities of interest to obtain the desired bounds. Let $e_k$ be the $k$-th unit vector and apply Lemma 1 with $Y_i = e_k^t S_n^{-1} X_i = v_ik/\sqrt{n} + e_k^t S_n^{-1} U_i$ and $W_i = e_l^t S_n^{-1} X_i (1 - P_{ii}^{\Lambda})^{-1}$ for some $k$ and $l$ between 1 and $G$. By assumption 2, $\lambda_{\min}(S_n) \leq C \sqrt{r_n}$ which implies that $||S_n^{-1}|| \geq C/\sqrt{r_n}$. Therefore, a.s., all of the following hold:

$\bar{y}_i := E[Y_i | Z] = v_ik/\sqrt{n}$, $\text{var}(Y_i | Z) \leq C/r_n$

$\bar{w}_i := E[W_i | Z] = v_{lk}(1 - P_{ii}^{\Lambda})^{-1}/\sqrt{n}$, $\text{var}(W_i | Z) \leq C/r_n$.

Then, for $\bar{\sigma}_{Y_n}$, $\bar{\sigma}_{W_n}$, $\bar{y}$ and $\bar{w}$ defined in Lemma 1, it follows that, a.s.,

$\sqrt{K} \bar{\sigma}_{W_n} \bar{\sigma}_{Y_n} \leq C \sqrt{K}/r_n \to 0$

$\bar{\sigma}_{W_n} \sqrt{\bar{y} \bar{y}} \leq C r_n^{-1/2} \sqrt{\sum_{i=1}^{n} v_{ik}^2 / n} \to 0$

$\bar{\sigma}_{Y_n} \sqrt{\bar{w} \bar{w}} \leq C r_n^{-1/2} \sqrt{\sum_{i=1}^{n} v_{il}^2 (1 - P_{ii}^{\Lambda})^{-2} / n} \leq C r_n^{-1/2} (1 - \max_{i} P_{ii}^{\Lambda})^{-2} \sqrt{\sum_{i=1}^{n} v_{il}^2 / n} \to 0$

where the last convergence follows from $(1 - \max_i P_{ii}^{\Lambda}) \leq C < 1$ a.s. by Assumption 1. Then $\sum_{i \neq j} Y_i P_{ij}^{\Lambda} W_j = e_k^t S_n^{-1} \sum_{i \neq j} P_{ij}^{\Lambda} X_j S_n^{-1} v_l / (1 - P_{jj}^{\Lambda}) = e_k^t S_n^{-1} \tilde{H} S_n^{-1} v_l$ and $P_{ij}^{\Lambda} \bar{w}_i \bar{y}_j = P_{ij}^{\Lambda} v_{ik} v_{jl} / (1 - P_{jj}^{\Lambda})$, and so Lemma 1 is applied to show that

$E[(e_k^t S_n^{-1} \tilde{H} S_n^{-1} v_l - \sum_{i \neq j} e_k^t v_i P_{ij}^{\Lambda} (1 - P_{jj}^{\Lambda})^{-1} v_j e_l / n)^2 | Z] \to 0$.

Next consider the event $A_{n,v} := \{ |(e_k^t S_n^{-1} \tilde{H} S_n^{-1} v_l - \sum_{i \neq j} e_k^t v_i P_{ij}^{\Lambda} (1 - P_{jj}^{\Lambda})^{-1} v_j e_l / n| > v \}$. By the conditional Markov inequality, for any $v > 0$,

$P(A_{n,v} | Z) \to 0$. 

Dominated convergence then gives \( P(A_{n,v}) = E[P(A_{n,v}|Z)] \to 0 \). This can be repeated for all \( k,l \leq G \), giving the convergence of all components of \( S_n^{-1} \tilde{H} S_n^{-1} \) to complete the proof of (i).

To show (ii), apply Lemma 1 with \( Y_i = e'_k \Sigma_n^{-1} X_i \) and \( W_i = \xi_i \). Note that \( \bar{v}_i = 0 \) and \( \bar{\sigma}_W \leq C \). For fixed \( k \) and \( l \), Lemma 1 gives

\[
E[(e'_k \Sigma_n^{-1} \sum_{i \neq j} X_i P^A_{ij} \xi_i \epsilon_j)^2|Z] \leq CK/r_n + C.
\]

The conclusion follows by the same argument as for (i).

\[\Box\]

**Lemma 6.** If Assumptions 1-4 are satisfied then, \( \Sigma_n^{-1} \tilde{H} \Sigma_n^{-1} = \sum_{i=1}^n v_i \hat{v}_i / n + o_P(1) \)

**Proof.** It is immediate from the definition of \( \hat{v}_i \) that \( \sum_{i=1}^n v_i \hat{v}_i / n = \sum_{i \neq j} v_i P^A_{ij}(1 - P^A_{ii})^{-1}v_j / n \).

Then the result is immediate from Lemma 5. \[\Box\]

Lemmas 7 and 8 are used in the proof of Theorem 4. They aid in bounding sample analogues of the quantities \( \Omega_n \) and \( \Psi_n \) terms to their expectations. Note that the objects used in Lemmas 7 and 8 are defined in Definition 1 as part of the proof of Theorem 4.

**Lemma 7.** Under Assumptions 1-6, \( \hat{\Sigma}_1 - \Sigma_1 = o_P(1) \) and \( \hat{\Sigma}_1 - \hat{\Sigma}_1 = o_P(K/r_n) \).

**Proof.** The proof of Lemma 7 is similar to the proof of lemma A7 given in CSHNW.

Let \( X_i^{pA} = X_i/(1 - P^A_{ii}) \). Then \( \hat{\xi}_i^2 - \xi_i^2 = -2\xi_i X_i^{pA}(\delta - \delta_0) + [X_i^{pA}(\delta - \delta_0)]^2 \). Let \( \eta_i \) be any component of \(-2\xi_i X_i^{pA} \) or \( X_i^{pA} X_i^{pA'} \). Note that \( S_n/\sqrt{n} \) is bounded, so that \( ||Y_i|| \leq C \) for some \( C \). Then

\[
E[\eta_i^2|Z] \leq CE[\xi_i^2|Z] + CE[||X_i||^2|Z] \leq C + C||Y_i||^2 + CE[||U_i||^2|Z] \leq C.
\]

By Lemma 4,

\[
\sum_{i \neq j \neq k} \hat{X}_i P^A_{ik} \eta_k P^A_{kj} \hat{X}_j = O_P(1).
\]

Considering the expression for \( \hat{\xi}_i^2 - \xi_i^2 \), it is clear that the expression for \( \hat{\Sigma}_1 - \hat{\Sigma}_1 \) is a sum of terms of the form

\[
\Delta \sum_{i \neq j \neq k} \hat{X}_i P^A_{ik} \eta_k P^A_{kj} \hat{X}_j
\]

where \( \Delta = o_P(1) \). Therefore, after applying triangle inequality, \( \hat{\Sigma}_1 - \hat{\Sigma}_1 \overset{p}{\to} 0 \).

Next consider the second conclusion that \( \hat{\Sigma}_2 - \hat{\Sigma}_2 = o_P(K/r_n) \). Consider the random variables \( \hat{A} = 1 + ||\delta||, \hat{B} = ||\delta - \delta_0|| \) and \( d_i = C + ||\epsilon_i|| + ||U_i|| \) where \( C \) is such that \( ||Y_i|| \leq C \). Then the following inequalities all hold:

\[
||X_i|| \leq C + ||U_i|| \leq d_i,
\]
\[ \|X_i\| \leq Cr_i^{1/2}d_i, \]
\[ |\xi_i - \xi| \leq C|X_i'(\delta - \delta_0)| \leq Cd_i\hat{B}, \]
\[ |\xi| \leq C|X_i'(\delta - \delta_0) + |\xi_i - \xi_i| \leq Cd_i\hat{A}, \]
\[ |\xi_1^2 - \xi_2^2| \leq (|\xi_i| + |\xi_i|)|\xi_i - \xi_i| \leq Cd_i(1 + \hat{A})d_i\hat{B} \leq Cd_i^2\hat{A}\hat{B}, \]
\[ \|\hat{X}_i(\xi_i - \xi)\| \leq Cr_i^{-1/2}d_i^2\hat{B}, \]
\[ \|\hat{X}_i\xi_i\| \leq Cr_i^{-1/2}d_i^2, \]

Because \( E[d_i^2|Z] \leq C \), it follows that

\[
E[\sum_{i \neq j} P_{ij}^2d_i^2d_j^2r_i^{-1}|Z] \leq Cr_i^{-1} \sum_{i,j} P_{ij}^2 \leq Cr_i^{-1} \sum_{i=1}^nP_{ii}^2 \leq CK/r_n. \]

Therefore, \( \sum_{i \neq j} P_{ij}^2d_i^2d_j^2r_i^{-1} = O_P(K/r_n). \)

Then, one can bound \( \hat{\Sigma}_2 - \hat{\Sigma}_1 = \sum_{i \neq j} P_{ij}^2(\hat{X}_i\hat{X}_i'(\hat{\xi}_i^2 - \hat{\xi}_i^2)) + \sum_{i \neq j} P_{ij}^2(\hat{X}_i\hat{\xi}_i\hat{\xi}_i' - \hat{X}_i\xi_i\xi_j' - \hat{X}_i\xi_i'\xi_j - \hat{X}_i\xi_i'\xi_j') \)

by considering the two terms on the right hand side separately as follows:

\[
\| \sum_{i \neq j} P_{ij}^2(\hat{X}_i\hat{X}_i'(\hat{\xi}_i^2 - \hat{\xi}_i^2)) \| \leq \sum_{i \neq j} P_{ij}^2 \| \hat{X}_i' \| \| \hat{\xi}_i^2 - \hat{\xi}_i^2 \| \leq Cr_i^{-1} \sum_{i \neq j} P_{ij}^2d_i^2d_j^2\hat{A}\hat{B} = o_P(K/r_n)
\]

and,

\[
\| \sum_{i \neq j} P_{ij}^2(\hat{X}_i\hat{\xi}_i\hat{\xi}_j' - \hat{X}_i\hat{\xi}_i\hat{\xi}_j') \| \leq \sum_{i \neq j} P_{ij}^2(\| \hat{X}_i\hat{\xi}_i \| \| \hat{\xi}_i^2 - \hat{\xi}_i^2 \| + \| \hat{X}_i\hat{\xi}_j \| \| \hat{X}_i(\hat{\xi}_i - \xi_i) \| )
\]

\[
\leq Cr_i^{-1} \sum_{i \neq j} P_{ij}^2d_i^2d_j^2\hat{A}\hat{B} = o_P(K/r_n).
\]

The triangle inequality then implies the second statement of the Lemma.

\[ \square \]

**Lemma 8.** Under Assumptions 1 - 6,

\[ \hat{\Sigma} = \sum_{i \neq j \neq k} v_i v_j v_k E[\xi_i^2|Z]P_{ik}^\Lambda U_k'/n + o_P(1) \]

and,

\[ \hat{\Sigma}_2 = \sum_{i \neq j} v_i v_j E[\xi_i^2|Z] + S_n^{-1} \sum_{i \neq j} P_{ij}^2 E[U_i U_i'|Z]E[\xi_i^2|Z] + E[U_i \xi_i'|Z]E[U_j \xi_j'|Z] S_n^{-1} + o_P(K/r_n) \]

**Proof.** The proof of Lemma 8 is similar to the proof given in CSHNFW.

Apply Lemma 4 with \( W_i \) equal to an element of \( \hat{X}_i \) and \( Y_j \) equal to an element of \( \hat{X}_j \) and \( \eta_k = \xi_k^2 \) to prove the first conclusion.
Next, use Lemma 3 to prove the second assertion by the following argument. Note that because \( \text{var}(\xi^2 | Z) \leq C \) and \( r_n \leq Cn \), then the following inequalities hold with \( u_{ki} \) defined by \( u_{ki} = e'_k S^{-1}_n U_i \):

\[
E[(\hat{X}_{ik} \hat{X}_{il})^2 | Z] \leq C E[\hat{X}_{ik}^4 + \hat{X}_{il}^4 | Z] \leq C (v_{ik}/n^2 + E[u_{ki}^4 | Z] + v_{il}/n^2 + E[u_{li}^4 | Z]) \leq C/r_n^2
\]

and

\[
E[(\hat{X}_{ik} \xi_i)^2 | Z] \leq C E[(v_{ik}^2 \xi_i^2/n + u_{ki}^2 \xi_i^2) | Z] \leq C/n + C/n \leq C/r_n.
\]

For \( \Omega_i := E[U_i U_i' | Z] \), then \( E[\hat{X}_i \hat{X}_i' | Z] = \nu_i \nu_i'/n + S^{-1}_n \Omega_i S^{-1}_n' \) and \( E[\hat{X}_i \xi_i | Z] = S^{-1}_n E[U_i \xi_i | Z] \). Next let \( W_i \) be \( \hat{X}_{ik} \hat{X}_{il} \) for some \( k \) and \( l \), so that

\[
E[W_i | Z] = e'_k S^{-1}_n \Omega_i S^{-1}_n' \nu_l + \nu_{ik} \nu_{il}/n,
\]

\[
|E[W_i | Z]| \leq C/r_n,
\]

\[
E[(\hat{X}_{ik} \hat{X}_{il})^2 | Z] \leq C/r_n^2.
\]

Finally, let \( Y_i = \xi_i^2 \) and note that \( |E[Y_i | Z]| \leq C \). Then by Lemma 3,

\[
\left\| \sum_{i \neq j} P_{ij}^{2} W_i Y_j - E[\sum_{i \neq j} P_{ij}^{2} W_i Y_j] \right\|_{L_2,Z}^2 \leq CBn
\]

where \( B_n = K (\bar{\sigma}_W^4 \bar{\sigma}_Y^2 + \bar{\sigma}_W^2 \bar{\sigma}_Y^4 + \bar{\sigma}_W^4 \bar{\sigma}_Y^2) \leq \sqrt{K} (C/r_n + C/r_n + C/r_n) \leq C \sqrt{K}/r_n \) Therefore, putting in the values for \( W_i \) and \( Y_i \),

\[
\sum_{i \neq j} P_{ij}^{2} \hat{X}_{ik} \hat{X}_{il} \xi_i^2 = e'_k \sum_{i \neq j} P_{ij}^{2} (v_{ik} \nu_i'/n + S^{-1}_n \Omega_i S^{-1}_n' \nu_l E[\xi_i^2 | Z] + O_P(\sqrt{K}/r_n)
\]

This bounds the first term in the difference. Similarly, consider an application of Lemma 3 with \( W_i = \hat{X}_{ik} \xi_i \) and \( Y_i = \hat{X}_{il} \xi_i \). This way \( \bar{\sigma}_W \bar{\sigma}_Y + \bar{\sigma}_W \bar{\sigma}_Y + \bar{\sigma}_W \bar{\sigma}_Y \leq C/r_n \). Then it follows that

\[
\sum_{i \neq j} P_{ij}^{2} \hat{X}_{ik} \xi_i \xi_j \hat{X}_{jl} = e'_k S^{-1}_n \sum_{i \neq j} P_{ij}^{2} E[U_i \xi_i | Z] E[\xi_j U_j' | Z] S^{-1}_n' \nu_l + O_P(\sqrt{K}/r_n).
\]

Finally, since \( K \) grows to infinity with \( n \), \( O_P(\sqrt{K}/r_n) = o_P(K/r_n) \). The result follows from application of Triangle inequality.

\[\square\]

7.3. Verification of Example 1.

**Proof.** We first establish notation and then proceed to verify the assumptions in order. Denote the singular value decomposition of \( Z/\sqrt{n} \) by \( Z/\sqrt{n} = USV' \) and an eigenvalue decomposition \( Z'Z/n = \Psi S' \Psi \) with \( S \) diagonal and \( \Psi \) distributed according to the Haar measure on the orthogonal group of order \( K \) and independent of \( S \).
We turn to Assumption 1. First, bound $E[\max_i P_{ii}^\Lambda]$ from above. Note that $P^\Lambda$ can be expressed in terms of singular value decomposition by $P^\Lambda = US(S'S + \lambda KI_K/n)^{-1}SU'$. A diagonal element of $P^\Lambda$ therefore is of the form $u'S(S'S + \lambda KI_K/n)^{-1}Su$ where $u$ is a singular vector. Since $u'u = 1$, $u'S(S'S + \lambda KI_K/n)^{-1}Su$ is bounded by the largest eigenvalue of $S(S'S + \lambda KI_K/n)^{-1}S$ which is $s_{\text{max}}^2/(s_{\text{max}}^2 + \lambda K/n)$ for $s_{\text{max}}$ the largest singular value. This shows that $\max_i P_{ii}^\Lambda < s_{\text{max}}^2/(s_{\text{max}}^2 + \lambda K/n)$.

The probability of large deviations of $s_{\text{max}}$ can be bounded. For example, Theorem II.13 of Davidson and Szarek (2001) gives $P(s_{\text{max}}^2/nK > \max(1 + \sqrt{n/K} + t)/\sqrt{n/K}) \leq \exp(-Kt^2/2)$. Then taking $M = (1 + \sqrt{n/K} + 1)/\sqrt{n/K}$, it follows that $P(\max_i P_{ii}^\Lambda > M^2/(M^2 + \lambda)) \leq \exp(-K/2)$. The Borel-Cantelli Lemma then implies $P_{ii}^\Lambda \leq M^2/(M^2 + \lambda) < 1$, a.s.n. This verifies Assumption 1.

All that is required to verify Assumption 2 is that $C' > \sum_{i=1}^n v_i'^2/n > C > 0$ a.s.n. This is clear since $v_i \sim N(0, c_0^2)$.

Finally, we need to verify Assumption 4. Independence between $Z_i$ and $\hat{\Pi}_{i-1}^\Lambda$ gives $E[v_i\hat{v}_i] = E[Z'_i\Pi](Z'_i\hat{\Pi}_{i-1}^\Lambda)] = E[Z'_i\Pi Z'_i E[\hat{\Pi}_{i-1}^\Lambda]]$. Because $Z_i \sim N(0, I_K)$ it follows that $E[Z'_i\Pi Z'_i] = \Pi$.

Turning to the term $E[\hat{\Pi}_{i-1}^\Lambda]$, decompose $Z_{-i}/\sqrt{n} = U_{-i}S_{-i}V_{-i}$. Then $\hat{\Pi}_{i-1}^\Lambda = V_{-i}(S'_{-i}S_{-i} + \lambda KI_K/n)^{-1}S'_{-i}S_{-i}V_{-i}\Pi$. A basic property of the Haar measure is that for any vector $\mathbf{v}$ and $\mathbf{S}$ are independent imply that $(S'_{-i}S_{-i} + \lambda KI_K/n)^{-1}S'_{-i}S_{-i}$ is independent of $V_{-i}\Pi$. Therefore, $E[\hat{\Pi}_{i-1}^\Lambda] = E[(V_{-i}\Pi)(S'_{-i}S_{-i} + \lambda KI_K/n)^{-1}S'_{-i}S_{-i}V_{-i}\Pi] = \|V_{-i}\Pi\|_2^2 E[\text{trace}((S'_{-i}S_{-i} + \lambda KI_K)^{-1}S'_{-i}S_{-i}V_{-i}\Pi)]$. Denoting the $k$-th diagonal element of $S'_{-i}S_{-i}$ by $s_{k}^2$, $E[\hat{\Pi}_{i-1}^\Lambda]$ simplifies to $\|V_{-i}\Pi\|_2^2 E[\sum_{k=1}^K s_{-i,k}^2/(s_{-i,k}^2 + \lambda K/n)]$. Summarize this with

$$E[v_i\hat{v}_i] = c_0^2 E[\sum_{k=1}^K s_{-i,k}^2/(s_{-i,k}^2 + \lambda K/n)].$$

The distribution of $(s_{-i,k}^2)_{k=1}^K$ converges weakly to the Marchenko-Pastur law. For $K/n \to \rho < \infty$, the distribution is nondegenerate and compactly supported. Therefore, there is $C > 0$ such that for $n$ sufficiently large, $E[v_i\hat{v}_i] \geq C$ for all $i$ which shows that $E[\sum_{i=1}^n v_i\hat{v}_i/n] \geq C$ for $n$ sufficiently large. We next employ a concentration inequality to show that the event $\{\sum_{i=1}^n v_i\hat{v}_i/n < C/2 \text{ i.o.}\}$ has probability zero.

First, recall that $\sum_{i=1}^n v_i\hat{v}_i/n = u'\hat{v}/n = u'(I_K - \text{diag}(P^\Lambda))^{-1}(P^\Lambda - \text{diag}(P^\Lambda))v/n$. We begin by showing that the elements of of the diagonal $\text{diag}(P^\Lambda)$ are uniformly strongly concentrated around $E[P_{ii}^\Lambda]$. This means that in the Gaussian case with regularization, all observations have approximately the same leverages with high probability. Again, using the fact that $P^\Lambda = US(S'S + \lambda KI_K/n)^{-1}SU'$, it follows that $P_{ii}^\Lambda = u'_iS(S'S + \lambda KI_K/n)^{-1}Su_i$ for $u_i \sim \text{Unif}(S^{K-1})$. Then consider the function $h: S^{K-1} \to \mathbb{R}$, defined by $h(u) = u'_iS(S'S + \lambda KI_K/n)^{-1}Su$. Conditional on $S$, $h$ is Lipschitz with respect to the standard metric on $S^{K-1}$. To see this, note that $|h(u) - h(w)|/d(u, w)$ achieves its maximum with $u$ being the left singular vector corresponding
to the largest singular value and \( w \) being the left singular vector corresponding to the smallest singular value. In this case, \( |h(u) - h(w)| = |s_\text{max}^2/(s_\text{max}^2 + \lambda) - s_\text{min}^2/(s_\text{min}^2 + \lambda K/n)|. \) It follows that \( P_{\text{Unif}(SK^{-1})}(|h(u) - E_{\text{Unif}(SK^{-1})}h(u)| \geq t) \leq C_S \exp(-C_S n t^2) \) for constants \( C_S, C'_S \) that depend on \( S \) only through \( s_\text{max}. \)

Define the event \( A_0 = \{s_\text{max}\sqrt{n/K} \leq 1 + \sqrt{n/K} + 1\}. \) If we take \( t = n^{-1/4} \), then \( P(|P_{ii}^\Lambda - E[P_{ii}^\Lambda]| \geq n^{-1/4} | A_0) \leq C \exp(-C n^{1/2}) \), the two occurrences of \( C \) signifying possibly different constants. In addition, by the union bound, \( P(\max_i |P_{ii}^\Lambda - E[P_{ii}^\Lambda]| \geq n^{-1/4} | A_0) \leq nC \exp(-C n^{1/2}). \)

Define the event \( A_1 = \{\max_i |P_{ii}^\Lambda - E[P_{ii}^\Lambda]| \leq n^{-1/4}\} \cap A_0. \) Then conditional on \( A_1 \), we have that

\[
\frac{v'u}{n}(1 - (E[P_{ii}^\Lambda] - n^{-1/4})^{-1}(E[P_{ii}^\Lambda] - n^{-1/4}) \leq (I_K - \text{diag}(P^\Lambda))^{-1}\text{diag}(P^\Lambda)v/n
\]

\[
\leq \frac{v'u}{n}(1 - (E[P_{ii}^\Lambda] + n^{1/4})^{-1}(E[P_{ii}^\Lambda] + n^{-1/4}).
\]

Similarly, conditional on \( A_1 \),

\[
\frac{v'P^\Lambda v}{n}(1 - (E[P_{ii}^\Lambda] - n^{-1/4})^{-1} \leq (I_K - \text{diag}(P^\Lambda))^{-1}P^\Lambda v/n
\]

\[
\leq \frac{v'P^\Lambda v}{n}(1 - (E[P_{ii}^\Lambda] + n^{-1/4})^{-1}
\]

We next show that \( \frac{v'u}{n} \) and \( \frac{v'P^\Lambda v}{n} \) are concentrated around their means. First note \( \frac{v'P^\Lambda v}{n} = \Pi \Sigma^2 \Sigma (\Sigma \Sigma + \lambda K I_K/n)^{-1} \Sigma^2 \Sigma^2 \Pi/n \) when expressed using the singular value decomposition. This quantity has the same distribution for all \( \Pi \) that satisfy \( \|\Pi\|_2 I_K = c_0. \) In particular, the distribution of \( \frac{v'P^\Lambda v}{n} \) is the same as the distribution of the \((1,1)\)-element of \( \Sigma^2 \Sigma (\Sigma \Sigma + \lambda K I_K/n)^{-1} \Sigma^2 \Sigma^2 \Pi/n \) with \( v'v = 1 \) uniformly distributed on the unit sphere. Using an argument similar to that bounding the diagonal entries of \( P^\Lambda \), it follows that \( P(|\frac{v'P^\Lambda v}{n} - E[v'P^\Lambda v]| \geq n^{-1/4} | A_0) \leq C \exp(-C n^{1/2}). \) Similarly, \( P(|\frac{v'u}{n} - E[v'u/n]| \geq n^{-1/4} | A_0) \leq C \exp(-C n^{1/2}). \) Define the event \( A_2 = \{|\frac{v'P^\Lambda v}{n} - E[v'v/n]| \leq n^{-1/4}\} \cap \{|\frac{v'u}{n} - E[v'u/n]| \geq n^{-1/4}\} \cap A_0. \)

Conditional on \( A_0 \cap A_1 \cap A_2 \),

\[
(E[v'u/n] - n^{-1/4})(1 - (E[P_{ii}^\Lambda] - n^{-1/4})^{-1}(E[P_{ii}^\Lambda] - n^{-1/4})
\]

\[
\leq (I_K - \text{diag}(P^\Lambda))^{-1}\text{diag}(P^\Lambda)v/n
\]

\[
\leq (E[v'u/n] + n^{-1/4})(1 - (E[P_{ii}^\Lambda] + n^{1/4})^{-1}(E[P_{ii}^\Lambda] + n^{-1/4}).
\]

Similarly,

\[
(E[v'P^\Lambda v/n] - n^{-1/4})(1 - (E[P_{ii}^\Lambda] - n^{-1/4})^{-1}\]

\[
\leq (I_K - \text{diag}(P^\Lambda))^{-1}P^\Lambda v/n
\]

\[
\leq (E[v'P^\Lambda v/n] - n^{-1/4})(1 - (E[P_{ii}^\Lambda] + n^{-1/4})^{-1}.\]
It follows that for $n$ sufficiently large, $v'\tilde{\nu}/n > E[v'\tilde{\nu}/n]/2 > 0$ on $A_0 \cap A_1 \cap A_2$. The probabilities of events $A_0$, $A_1$, and $A_2$ are all bounded below by $1 - Cn \exp(-Cn^{1-2})$. Therefore, by a simple union bound and by Borel-Cantelli, $P(A_0 \cup A_1 \cup A_2 \text{ i.o.}) = 0$. This verifies Assumption 4.

\[ \square \]

An alternative proof of the validity of Assumption 4 can be carried out by explicitly calculating $E[(v'\tilde{\nu}/n - E[v'\tilde{\nu}/n])^4]$. Though this approach has the advantage that it does not leverage the Gaussian structure of the instruments to the extent of the preceding argument, it is much longer and we therefore exclude the details.

7.4. Derivation of Recursive Residual Expression. The recursive residuals expression can be shown, for example, using the Sherman-Morrison-Woodbury formula. For a regression $Z$ on $X$,

$$\hat{\Pi}_{-i} Z_i = [(Z'Z - Z_iZ_i')^{-1}(Z'X - Z_iX_i)]'Z_i$$

$$= \left[ [(Z'Z)^{-1} + \frac{(Z'Z)^{-1}Z_iZ_i'(Z'Z)^{-1}}{1 - Z_i'(Z'Z)Z_i}]^{-1} \right]' (Z'X - Z_iX_i)$$

$$= \left[ \frac{1 - P_{ii}}{1 - P_{ii}} (Z'Z)^{-1} + \frac{(Z'Z)^{-1}Z_iZ_i'(Z'Z)^{-1}}{1 - P_{ii}} \right] (Z'X - Z_iX_i)$$

$$= \left[ (X'Z(Z'Z)^{-1}Z_i - X_i'Z_i'(Z'Z)^{-1}Z_i) (1 - P_{ii}) + X'Z(Z'Z)^{-1}Z_iZ_i'(Z'Z)^{-1}Z_i \right.\left. - X_i'Z_i'(Z'Z)^{-1}Z_iZ_i'(Z'Z)^{-1}Z_i \right] / (1 - P_{ii})$$

$$= \left[ X'Z(Z'Z)^{-1}Z_i (1 - P_{ii}) - X_i'P_{ii} (1 - P_{ii}) + X'Z(Z'Z)^{-1}Z_iP_{ii} - X_iP_{ii}^2 \right] / (1 - P_{ii})$$

$$= \left[ X'Z(Z'Z)^{-1}Z_i - X_iP_{ii} \right] / (1 - P_{ii})$$

as desired.
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### Table 1. Simulation Results many instruments $K = 95$

<table>
<thead>
<tr>
<th>Model</th>
<th>Dense Signal</th>
<th></th>
<th></th>
<th>Sparse Signal</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Med. Bias</td>
<td>MAD</td>
<td>RP 5%</td>
<td>Med. Bias</td>
<td>MAD</td>
<td>RP 5%</td>
</tr>
<tr>
<td><strong>A. Concentration Parameter = 30. Binary Instruments</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RJIVE</td>
<td>0.045</td>
<td>0.096</td>
<td>0.079</td>
<td>0.119</td>
<td>0.251</td>
<td>0.073</td>
</tr>
<tr>
<td>Post-LASSO</td>
<td>0.078</td>
<td>0.078</td>
<td>0.028</td>
<td>0.158</td>
<td>0.158</td>
<td>0.042</td>
</tr>
<tr>
<td>LASSO-JIVE</td>
<td>0.081</td>
<td>0.081</td>
<td>0.859</td>
<td>0.229</td>
<td>0.229</td>
<td>0.871</td>
</tr>
<tr>
<td>Carrasco</td>
<td>0.078</td>
<td>0.078</td>
<td>0.864</td>
<td>0.215</td>
<td>0.215</td>
<td>0.861</td>
</tr>
<tr>
<td>2SLS</td>
<td>0.086</td>
<td>0.086</td>
<td>0.987</td>
<td>0.242</td>
<td>0.242</td>
<td>0.989</td>
</tr>
<tr>
<td>JIVE</td>
<td>0.070</td>
<td>0.122</td>
<td>0.089</td>
<td>0.197</td>
<td>0.311</td>
<td>0.081</td>
</tr>
<tr>
<td><strong>B. Concentration Parameter = 30. Gaussian Instruments</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RJIVE</td>
<td>0.000</td>
<td>0.025</td>
<td>0.053</td>
<td>-0.002</td>
<td>0.089</td>
<td>0.065</td>
</tr>
<tr>
<td>Post-LASSO</td>
<td>0.041</td>
<td>0.041</td>
<td>0.287</td>
<td>0.055</td>
<td>0.064</td>
<td>0.147</td>
</tr>
<tr>
<td>LASSO-JIVE</td>
<td>0.048</td>
<td>0.048</td>
<td>0.757</td>
<td>0.153</td>
<td>0.153</td>
<td>0.788</td>
</tr>
<tr>
<td>Carrasco</td>
<td>0.029</td>
<td>0.029</td>
<td>0.381</td>
<td>0.103</td>
<td>0.103</td>
<td>0.441</td>
</tr>
<tr>
<td>2SLS</td>
<td>0.053</td>
<td>0.053</td>
<td>0.963</td>
<td>0.165</td>
<td>0.165</td>
<td>0.963</td>
</tr>
<tr>
<td>JIVE</td>
<td>0.015</td>
<td>0.049</td>
<td>0.078</td>
<td>0.051</td>
<td>0.150</td>
<td>0.084</td>
</tr>
<tr>
<td><strong>C. Concentration Parameter = 150. Binary Instruments</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RJIVE</td>
<td>0.004</td>
<td>0.064</td>
<td>0.065</td>
<td>0.003</td>
<td>0.163</td>
<td>0.050</td>
</tr>
<tr>
<td>Post-LASSO</td>
<td>0.102</td>
<td>0.103</td>
<td>0.219</td>
<td>0.117</td>
<td>0.136</td>
<td>0.145</td>
</tr>
<tr>
<td>LASSO-JIVE</td>
<td>0.095</td>
<td>0.095</td>
<td>0.641</td>
<td>0.048</td>
<td>0.048</td>
<td>0.757</td>
</tr>
<tr>
<td>Carrasco</td>
<td>0.086</td>
<td>0.086</td>
<td>0.557</td>
<td>0.029</td>
<td>0.029</td>
<td>0.381</td>
</tr>
<tr>
<td>2SLS</td>
<td>0.111</td>
<td>0.111</td>
<td>0.873</td>
<td>0.053</td>
<td>0.053</td>
<td>0.963</td>
</tr>
<tr>
<td>JIVE</td>
<td>0.017</td>
<td>0.103</td>
<td>0.074</td>
<td>0.015</td>
<td>0.049</td>
<td>0.078</td>
</tr>
<tr>
<td><strong>D. Concentration Parameter = 150. Gaussian Instruments</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RJIVE</td>
<td>-0.001</td>
<td>0.020</td>
<td>0.540</td>
<td>-0.008</td>
<td>0.062</td>
<td>0.046</td>
</tr>
<tr>
<td>Post-LASSO</td>
<td>0.035</td>
<td>0.035</td>
<td>0.310</td>
<td>0.021</td>
<td>0.052</td>
<td>0.075</td>
</tr>
<tr>
<td>LASSO-JIVE</td>
<td>0.038</td>
<td>0.038</td>
<td>0.395</td>
<td>0.134</td>
<td>0.134</td>
<td>0.498</td>
</tr>
<tr>
<td>Carrasco</td>
<td>0.020</td>
<td>0.023</td>
<td>0.157</td>
<td>0.070</td>
<td>0.075</td>
<td>0.177</td>
</tr>
<tr>
<td>2SLS</td>
<td>0.049</td>
<td>0.049</td>
<td>0.653</td>
<td>0.154</td>
<td>0.154</td>
<td>0.641</td>
</tr>
<tr>
<td>JIVE</td>
<td>0.001</td>
<td>0.028</td>
<td>0.051</td>
<td>0.005</td>
<td>0.091</td>
<td>0.050</td>
</tr>
</tbody>
</table>

Note: Results are based on 1500 simulation replications. We report Median Bias (Med. Bias), Median absolute deviation (MAD) and rejection frequency for a 5% level test (RP 5%) for five different estimators: the RJIVE proposed in this paper (RJIVE); the Post-LASSO IV estimator of Belloni, Chernozhukov, Chen, and Hansen (2012, Post-LASSO), an estimator that uses LASSO model selection with a small penalty level that ensure that instruments are chosen and then uses the selected instruments with the JIVE (LASSO-JIVE); the estimator of Carrasco (2012, Carrasco); 2SLS; and JIVE. In all simulations, the correlation between the first stage error and structural error is set to 0.6.
Table 2. Simulation Results many instruments K = 190

<table>
<thead>
<tr>
<th></th>
<th>Dense Signal</th>
<th>Sparse Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Med. Bias</td>
<td>MAD</td>
</tr>
<tr>
<td>A. Concentration Parameter = 30. Binary Instruments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RJIVE</td>
<td>0.041</td>
<td>0.078</td>
</tr>
<tr>
<td>Post-LASSO</td>
<td>0.067</td>
<td>0.067</td>
</tr>
<tr>
<td>LASSO-JIVE</td>
<td>0.064</td>
<td>0.064</td>
</tr>
<tr>
<td>Carrasco</td>
<td>0.060</td>
<td>0.060</td>
</tr>
<tr>
<td>2SLS</td>
<td>0.064</td>
<td>0.064</td>
</tr>
<tr>
<td>JIVE</td>
<td>0.068</td>
<td>0.096</td>
</tr>
<tr>
<td>B. Concentration Parameter = 30. Gaussian Instruments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RJIVE</td>
<td>-0.001</td>
<td>0.021</td>
</tr>
<tr>
<td>Post-LASSO</td>
<td>0.035</td>
<td>0.035</td>
</tr>
<tr>
<td>LASSO-JIVE</td>
<td>0.040</td>
<td>0.040</td>
</tr>
<tr>
<td>Carrasco</td>
<td>0.027</td>
<td>0.027</td>
</tr>
<tr>
<td>2SLS</td>
<td>0.039</td>
<td>0.039</td>
</tr>
<tr>
<td>JIVE</td>
<td>0.022</td>
<td>0.046</td>
</tr>
<tr>
<td>C. Concentration Parameter = 150. Binary Instruments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RJIVE</td>
<td>0.006</td>
<td>0.058</td>
</tr>
<tr>
<td>Post-LASSO</td>
<td>0.083</td>
<td>0.083</td>
</tr>
<tr>
<td>LASSO-JIVE</td>
<td>0.088</td>
<td>0.088</td>
</tr>
<tr>
<td>Carrasco</td>
<td>0.072</td>
<td>0.072</td>
</tr>
<tr>
<td>2SLS</td>
<td>0.088</td>
<td>0.088</td>
</tr>
<tr>
<td>JIVE</td>
<td>0.063</td>
<td>0.127</td>
</tr>
<tr>
<td>D. Concentration Parameter = 150. Gaussian Instruments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RJIVE</td>
<td>-0.001</td>
<td>0.016</td>
</tr>
<tr>
<td>Post-LASSO</td>
<td>0.031</td>
<td>0.031</td>
</tr>
<tr>
<td>LASSO-JIVE</td>
<td>0.041</td>
<td>0.041</td>
</tr>
<tr>
<td>Carrasco</td>
<td>0.021</td>
<td>0.021</td>
</tr>
<tr>
<td>2SLS</td>
<td>0.038</td>
<td>0.038</td>
</tr>
<tr>
<td>JIVE</td>
<td>0.002</td>
<td>0.029</td>
</tr>
</tbody>
</table>

Note: Results are based on 1500 simulation replications. We report Median Bias (Med. Bias), Median absolute deviation (MAD) and rejection frequency for a 5% level test (RP 5%) for five different estimators: the RJIVE proposed in this paper (RJIVE); the Post-LASSO IV estimator of Belloni, Chernozhukov, Chen, and Hansen (2012, Post-LASSO), an estimator that uses LASSO model selection with a small penalty level that ensure that instruments are chosen and then uses the selected instruments with the JIVE (LASSO-JIVE); the estimator of Carrasco (2012, Carrasco); 2SLS; and JIVE. In all simulations, the correlation between the first stage error and structural error is set to $0.6$. 
Table 3: Estimates of the Return to Schooling in Angrist and Krueger Data

<table>
<thead>
<tr>
<th></th>
<th>2SLS</th>
<th>Post-LASSO</th>
<th>JIVE</th>
<th>RJIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schooling Coefficient</td>
<td>0.1079</td>
<td>0.1115</td>
<td>0.1091</td>
<td>0.1091</td>
</tr>
<tr>
<td>Estimated Standard Error</td>
<td>0.0196</td>
<td>0.0205</td>
<td>0.0202</td>
<td>0.0202</td>
</tr>
</tbody>
</table>

A. 3 Instruments

<table>
<thead>
<tr>
<th></th>
<th>2SLS</th>
<th>Post-LASSO</th>
<th>JIVE</th>
<th>RJIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schooling Coefficient</td>
<td>0.0928</td>
<td>0.1125</td>
<td>0.1096</td>
<td>0.1062</td>
</tr>
<tr>
<td>Estimated Standard Error</td>
<td>0.0097</td>
<td>0.0173</td>
<td>0.0161</td>
<td>0.0157</td>
</tr>
</tbody>
</table>

B. 180 Instruments

<table>
<thead>
<tr>
<th></th>
<th>2SLS</th>
<th>Post-LASSO</th>
<th>JIVE</th>
<th>RJIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schooling Coefficient</td>
<td>0.0712</td>
<td>0.0862</td>
<td>0.0816</td>
<td>0.1067</td>
</tr>
<tr>
<td>Estimated Standard Error</td>
<td>0.0049</td>
<td>0.0254</td>
<td>0.5168</td>
<td>0.0171</td>
</tr>
</tbody>
</table>

C. 1527 Instruments

Note: This table reports estimates of the returns-to-schooling parameter in the Angrist-Krueger 1991 data using different estimators and different numbers of instruments. In the rows, we give point estimates of the schooling coefficient and heteroskedasticity consistent standard error estimates. We report results for 2SLS, the Post-LASSO estimator of Belloni, Chen, Chernozhukov, and Hansen (2012) (Post-LASSO), JIVE, and our regularized JIVE (RJIVE). Further details are provided in the text. For comparison, the OLS estimate (standard error) of the schooling coefficient is 0.0673 (0.0004).